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#### Abstract

In this article, we are concerned with a multidimensional degenerate parabolic-hyperbolic equation driven by Lévy processes. Using bounded variation (BV) estimates for vanishing viscosity approximations, we derive an explicit continuous dependence estimate on the nonlinearities of the entropy solutions under the assumption that Lévy noise depends only on the solution. This result is used to show the error estimate for the stochastic vanishing viscosity method. In addition, we establish fractional BV estimate for vanishing viscosity approximations in case the noise coefficients depend on both the solution and spatial variable.
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## 1 Introduction

The last couple of decades have witnessed remarkable advances on the larger area of stochastic partial differential equations that are driven by Lévy noise. An worthy reference on this subject is [28]. However, very little is available on the specific problem of degenerate parabolic-hyperbolic equation with Lévy noise, and there are still a number of issues waiting to be explored. In this paper, we aim at deriving continuous dependence estimates based on nonlinearities for stochastic degenerate parabolichyperbolic equation driven by multiplicative Lévy noise. A formal description of our problem requires a filtered probability space $\left(\Omega, \mathbb{P}, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}\right)$, and we are interested in an $L^{2}$-valued predictable process $u(t, \cdot)$ which satisfies the following Cauchy problem

$$
\begin{cases}d u(t, x)-\operatorname{div} f(u(t, x)) d t-\Delta A(u(t, x)) d t &  \tag{1.1}\\ =\sigma(u(t, x)) d W(t)+\int_{E} \eta(u(t, x) ; z) \widetilde{N}(d z, d t), & (x, t) \in \Pi_{T}, \\ u(0, x)=u_{0}(x), & x \in \mathbb{R}^{d},\end{cases}
$$

where $\Pi_{T}=\mathbb{R}^{d} \times(0, T)$ with $T>0$ fixed, $u_{0}: \mathbb{R}^{d} \mapsto \mathbb{R}$ is the given initial function, $f: \mathbb{R} \mapsto \mathbb{R}^{d}$ is a given (sufficiently smooth) scalar valued flux function (see Sect. 2 for the complete list of assumptions), and $A: \mathbb{R} \mapsto \mathbb{R}$ is a given nonlinear diffusion. Regarding this, the basic assumption is that $A(\cdot)$ is nondecreasing with $A(0)=0$. Moreover, (1.1) is allowed to be strongly degenerate in the sense that $A^{\prime}(\cdot)$ is allowed to be zero on an interval, see [13].
$W(t)$ is a cylindrical Wiener process: $W(t)=\sum_{k \geq 1} e_{k} \beta_{k}(t)$ with $\left(\beta_{k}\right)_{k \geq 1}$ being mutually independent real valued standard Wiener processes and $\left(e_{k}\right)_{k \geq 1}$ a complete orthonormal system in a separable Hilbert space $\mathbb{H}$. Furthermore, $\widetilde{N}(d z, d t)=$ $N(d z, d t)-m(d z) d t$, where $N$ is a Poisson random measure on $(E, \mathcal{E})$ with intensity measure $m(d z)$, where $(E, \mathcal{E}, m)$ is a $\sigma$-finite measure space. Finally, $u \mapsto \sigma(u)$ is an $\mathbb{H}$-valued function and $(u, z) \mapsto \eta(u, z)$ is a given real valued function signifying the multiplicative nature of the noise.

Remark 1.1 We will carry out our analysis under the structural assumption $E=$ $\mathcal{O} \times \mathbb{R}^{*}$ where $\mathcal{O}$ is a subset of the Euclidean space. The measure $m$ on $E$ is defined as $\lambda \times \mu$ where $\lambda$ is a Radon measure on $\mathcal{O}$ and $\mu$ is so-called Lévy measure on $\mathbb{R}^{*}$. Such a noise would be called an impulsive white noise with jump position intensity $\lambda$ and jump size intensity $\mu$. We refer to [28] for more on Lévy sheet and related impulsive white noise.

Moreover, for each $v \in L^{2}\left(\mathbb{R}^{d}\right)$, we consider the mapping $\sigma(v): \mathbb{H} \rightarrow L^{2}\left(\mathbb{R}^{d}\right)$ defined by $\sigma(v) e_{k}=g_{k}(v(\cdot))$. In particular, we suppose that $g_{k} \in C(\mathbb{R})$ and $\mathbb{G}^{2}(r)=$ $\sum_{k \geq 1} g_{k}^{2}(r)$.

The Eq. (1.1) could be viewed as a stochastic perturbation of parabolic-hyperbolic equation. Equations of this type model the phenomenon of convection-diffusion of ideal fluids and therefore arise in a wide variety of important applications, including for instance two or three phase flows in porous media [20] or sedimentation-consolidation
processes [12]. In the case $\sigma=\eta=A=0$, the Eq. (1.1) becomes a standard conservation laws in $\mathbb{R}^{d}$. For the conservation laws, the question of existence and uniqueness of solutions was first settled in the pioneer papers of Kružkov [26] and Vol'pert [32]. In the case $\sigma=\eta=0$, the Eq. (1.1) becomes a degenerate parabolic-hyperbolic equation in $\mathbb{R}^{d}$. For degenerate parabolic-hyperbolic equations entropy solution were first considered by Vol'pert and Hudajev [33], while uniqueness of entropy solutions was first proved by Carrillo [13]. A number of authors have contributed since then, and we mention the works of Andreianov and Maliki [1], Cockburn et al. [16], Bendahmane and Karlsen [5,6], Evje et al. [21] and Vallet [29].

### 1.1 Stochastic balance laws

The study of stochastic balance laws has so far been limited mostly to equations of the type (1.1) with $A=0$. In fact, Kim [25] extended the Kružkov well-posedness theory to one dimensional balance laws that are driven by additive Brownian noise, and Vallet and Wittbold [31] to the multidimensional Dirichlet problem. However, when the noise is of multiplicative nature, one could not apply a straightforward Kružkov's doubling method to get uniqueness. This issue was settled by Feng and Nualart [23], who established uniqueness of entropy solution by recovering additional information from the vanishing viscosity method. The existence was proven using stochastic version of compensated compactness method and it was valid for one spatial dimension. To overcome this problem, Debussche and Vovelle [17] introduced kinetic formulation of such problems and as a result they were able to establish the well-posedness of multidimensional stochastic balance law via kinetic approach. A number of authors have contributed since then, and we mention the works of Bauzet et al. [2,3], Biswas et al. [7,8]. We also mention works by Chen et al. [14], and Biswas et al. [9], where wellposedness of entropy solution is established in $L^{p} \cap B V$, via BV framework. Moreover, they were able to develop continuous dependence theory for multidimensional balance laws and as a by product they derived an explicit convergence rate of the approximate solutions to the underlying problem.

### 1.2 Degenerate stochastic balance laws

Stochastic degenerate parabolic-hyperbolic equations are one of the most important classes of nonlinear stochastic PDEs. Nonlinearity and degeneracy are two main features of these equations and yields several striking phenomena. In fact, due to strong degeneracy, one cannot expect smooth solutions even if the initial data is smooth. Existence and uniqueness of solutions of (1.1) was first settled by Bauzet et al. [4] (in the case of $\eta=0$ ), and by Biswas et al. [10] (in the case of $\eta \neq 0$ ). In fact, they have extended their previous works ([2] and [8], respectively) to the context of degenerate parabolic-hyperbolic problem in the spirit of Carrillo's work [13]. The existence of solution is proved by using a vanishing viscosity method, based on the compactness proposed by the theory of Young measures. The uniqueness of the solution is obtained via Kruzkov's doubling variable method. We also mention the work of Debussche et al. [18], where the authors have established the well-posedness theory for solutions of
the Cauchy problem (1.1) in any space dimension. They have adapted the notion of kinetic formulation and kinetic solution which has already been studied in the case of hyperbolic scalar conservation laws in both deterministic [27] and stochastic setting [17].

Independently of the smoothness of the initial data $u_{0}$, due to the presence of nonlinear flux term, degenerate diffusion term, and a nonlocal term in Eq. (1.1), solutions to (1.1) are not necessarily smooth and weak solutions must be sought. Before introducing the concept of weak solutions, we first recall the notion of predictable $\sigma$-field. By a predictable $\sigma$-field on $[0, T] \times \Omega$, denoted by $\mathcal{P}_{T}$, we mean that the $\sigma$-field generated by the sets of the form: $\{0\} \times A$ and $(s, t] \times B$ for any $A \in \mathcal{F}_{0} ; B \in \mathcal{F}_{s}, 0<s, t \leq T$. The notion of stochastic weak solution is defined as follows:

Definition 1.1 (Stochastic weak solution) A square integrable $L^{2}\left(\mathbb{R}^{d}\right)$-valued $\left\{\mathcal{F}_{t}\right.$ : $t \geq 0\}$-predictable stochastic process $u(t)=u(t, x)$ is said to be a weak solution to our problem (1.1) provided
(i) $u \in L^{2}\left(\Omega \times \Pi_{T}\right)$ and $A(u) \in L^{2}\left((0, T) \times \Omega ; H^{1}\left(\mathbb{R}^{d}\right)\right)$.
(ii) $\frac{\partial}{\partial t}\left[u-\int_{0}^{t} \sigma(u(s, \cdot)) d W(s)-\int_{0}^{t} \int_{E} \eta(u(s, \cdot) ; z) \widetilde{N}(d z, d s)\right] \in L^{2}((0, T) \times$ $\left.\Omega ; H^{-1}\left(\mathbb{R}^{d}\right)\right)$ in the sense of distribution.
(iii) For almost every $t \in[0, T]$ and $\mathbb{P}-$ a.s, the following variational formulation holds:

$$
\begin{align*}
& \left\langle\frac{\partial}{\partial t}\left[u-\int_{0}^{t} \sigma(u(s, \cdot)) d W(s)-\int_{0}^{t} \int_{E} \eta(u(s, \cdot) ; z) \widetilde{N}(d z, d s)\right], v\right\rangle_{\left(H^{-1}\left(\mathbb{R}^{d}\right), H^{1}\left(\mathbb{R}^{d}\right)\right)} \\
& \quad+\int_{\mathbb{R}^{d}}\{\nabla A(u(t, x))+f(u(t, x))\} \cdot \nabla v d x=0 \tag{1.2}
\end{align*}
$$

$$
\text { for any } v \in H^{1}\left(\mathbb{R}^{d}\right) \text {. }
$$

However, it is well-known that weak solutions may be discontinuous and they are not uniquely determined by their initial data. Consequently, an admissible condition so called entropy solution must be imposed to single out the physically correct solution. Since the notion of entropy solution is built around the so called entropy flux triple, we begin with the definition of entropy flux triple.

Definition 1.2 (Entropy flux triple) A triplet $(\beta, \zeta, \nu)$ is called an entropy flux triple if $\beta \in C^{2}(\mathbb{R})$ and $\beta \geq 0, \zeta=\left(\zeta_{1}, \zeta_{2}, \ldots, \zeta_{d}\right): \mathbb{R} \mapsto \mathbb{R}^{d}$ is a vector valued function, and $v: \mathbb{R} \mapsto \mathbb{R}$ is a scalar valued function such that

$$
\zeta^{\prime}(r)=\beta^{\prime}(r) f^{\prime}(r) \quad \text { and } \quad v^{\prime}(r)=\beta^{\prime}(r) A^{\prime}(r)
$$

An entropy flux triple $(\beta, \zeta, \nu)$ is called convex if $\beta^{\prime \prime}(s) \geq 0$.
To define entropy solution, we first define associated Kirchoff's function of $A$, denoted by $G(x)$ as $G(x)=\int_{0}^{x} \sqrt{A^{\prime}(r)} d r$. With the help of a convex entropy flux triple $(\beta, \zeta, \nu)$, we present a formal derivation of entropy inequalities:

For a small positive number $\varepsilon>0$, assume that the parabolic perturbation

$$
\begin{align*}
& d u_{\varepsilon}(t, x)-\Delta A_{\varepsilon}\left(u_{\varepsilon}(t, x)\right) d t-\operatorname{div}_{x} f\left(u_{\varepsilon}(t, x)\right) d t=\sigma\left(u_{\varepsilon}(t, x)\right) d W(t) \\
& \quad+\int_{E} \eta\left(u_{\varepsilon}(t, x) ; z\right) \widetilde{N}(d z, d t) \tag{1.3}
\end{align*}
$$

of (1.1), with $A_{\varepsilon}(x)=A(x)+\varepsilon x$, has a unique weak solution $u_{\varepsilon}(t, x)$. Note that this weak solution $u_{\varepsilon} \in L^{2}\left((0, T) \times \Omega ; H^{1}\left(\mathbb{R}^{d}\right)\right)$. This enables one to derive a weak version of the Itô-Lévy formula (as proposed in [10, 18,22]) for the solutions of (1.1).

Let $(\beta, \zeta, \nu)$ be an entropy flux triple. Given a non-negative test function $\psi \in$ $C_{c}^{1,2}\left([0, \infty) \times \mathbb{R}^{d}\right)$, we apply generalised version of the Itô-Lévy formula to yield, for almost every $T>0$,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & \beta\left(u_{\varepsilon}(T, x)\right) \psi(T, x) d x-\int_{\mathbb{R}^{d}} \beta\left(u_{\varepsilon}(0, x)\right) \psi(0, x) d x \\
= & \int_{\Pi_{T}} \beta\left(u_{\varepsilon}(t, x)\right) \partial_{t} \psi(t, x) d x d t-\int_{\Pi_{T}} \nabla \psi(t, x) \cdot \zeta\left(u_{\varepsilon}(t, x)\right) d x d t \\
& +\sum_{k \geq 1} \int_{\Pi_{T}} g_{k}\left(u_{\varepsilon}(t, x)\right) \beta^{\prime}\left(u_{\varepsilon}(t, x)\right) \psi(t, x) d \beta_{k}(t) d x \\
& +\frac{1}{2} \int_{\Pi_{T}} \mathbb{G}^{2}\left(u_{\varepsilon}(t, x)\right) \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right) \psi(t, x) d x d t \\
& +\int_{\Pi_{T}} \int_{E} \int_{0}^{1} \eta\left(u_{\varepsilon}(t, x) ; z\right) \beta^{\prime}\left(u_{\varepsilon}(t, x)+\lambda \eta\left(u_{\varepsilon}(t, x) ; z\right)\right) \psi(t, x) d \lambda \widetilde{N}(d z, d t) d x \\
& +\int_{\Pi_{T}} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}\left(u_{\varepsilon}(t, x) ; z\right) \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right. \\
& \left.+\lambda \eta\left(u_{\varepsilon}(t, x) ; z\right)\right) \psi(t, x) d \lambda m(d z) d x d t \\
& -\int_{\Pi_{T}}\left(\varepsilon \nabla \psi(t, x) \cdot \nabla \beta\left(u_{\varepsilon}(t, x)\right)+\varepsilon \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right)\left|\nabla u_{\varepsilon}(t, x)\right|^{2} \psi(t, x)\right) d x d t \\
& -\int_{\Pi_{T}} \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right)\left|\nabla G\left(u_{\varepsilon}(t, x)\right)\right|^{2} \psi(t, x) d x d t+\int_{\Pi_{T}} v\left(u_{\varepsilon}(t, x)\right) \Delta \psi(t, x) d x d t
\end{aligned}
$$

Since $\beta$ and $\psi$ are non-negative functions, we obtain

$$
\begin{aligned}
0 \leq & \int_{\mathbb{R}^{d}} \beta\left(u_{\varepsilon}(0, x)\right) \psi(0, x) d x+\int_{\Pi_{T}}\left\{\beta\left(u_{\varepsilon}(t, x)\right) \partial_{t} \psi(t, x)\right. \\
& \left.-\nabla \psi(t, x) \cdot \zeta\left(u_{\varepsilon}(t, x)\right)\right\} d x d t \\
& -\int_{\Pi_{T}} \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right)\left|\nabla G\left(u_{\varepsilon}(t, x)\right)\right|^{2} \psi(t, x) d x d t \\
& +\int_{\Pi_{T}} \nu\left(u_{\varepsilon}(t, x)\right) \Delta \psi(t, x) d x d t+\mathcal{O}(\varepsilon) \\
& +\sum_{k \geq 1} \int_{\Pi_{T}} g_{k}\left(u_{\varepsilon}(t, x)\right) \beta^{\prime}\left(u_{\varepsilon}(t, x)\right) \psi(t, x) d \beta_{k}(t) d x
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{2} \int_{\Pi_{T}} \mathbb{G}^{2}\left(u_{\varepsilon}(t, x)\right) \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right) \psi(t, x) d x d t \\
& +\int_{\Pi_{T}} \int_{E} \int_{0}^{1} \eta\left(u_{\varepsilon}(t, x) ; z\right) \beta^{\prime}\left(u_{\varepsilon}(t, x)\right. \\
& \left.+\lambda \eta\left(u_{\varepsilon}(t, x) ; z\right)\right) \psi(t, x) d \lambda \widetilde{N}(d z, d t) d x \\
& +\int_{\Pi_{T}} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}\left(u_{\varepsilon}(t, x) ; z\right) \beta^{\prime \prime}\left(u_{\varepsilon}(t, x)\right. \\
& \left.+\lambda \eta\left(u_{\varepsilon}(t, x) ; z\right)\right) \psi(t, x) d \lambda m(d z) d x d t .
\end{aligned}
$$

Clearly, the above inequality is stable under the limit $\varepsilon \rightarrow 0$, if the family $\left\{u_{\varepsilon}\right\}_{\varepsilon>0}$ has $L_{\text {loc }}^{p}$-type stability. Just as the deterministic equations, the above inequality provides us the entropy condition. We now introduce the notion of stochastic entropy solution as follows:

Definition 1.3 (Stochastic entropy solution) A square integrable $L^{2}\left(\mathbb{R}^{d}\right)$-valued $\left\{\mathcal{F}_{t}\right.$ : $t \geq 0\}$-predictable stochastic process $u(t)=u(t, x)$ is called a stochastic entropy solution of (1.1) if
(i) For each $T>0$,

$$
G(u) \in L^{2}\left((0, T) \times \Omega ; H^{1}\left(\mathbb{R}^{d}\right)\right), \text { and } \sup _{0 \leq t \leq T} \mathbb{E}\left[\|u(t, \cdot)\|_{2}^{2}\right]<+\infty .
$$

(ii) Given a non-negative test function $\psi \in C_{c}^{1,2}\left([0, \infty) \times \mathbb{R}^{d}\right)$ and a convex entropy flux triple $(\beta, \zeta, \nu)$, the following inequality holds:

$$
\begin{align*}
\int_{\Pi_{T}} & \left\{\beta(u(t, x)) \partial_{t} \psi(t, x)+v(u(t, x)) \Delta \psi(t, x)-\nabla \psi(t, x) \cdot \zeta(u(t, x))\right\} d x d t \\
& +\sum_{k \geq 1} \int_{\Pi_{T}} g_{k}(u(t, x)) \beta^{\prime}(u(t, x)) \psi(t, x) d \beta_{k}(t) d x \\
& +\frac{1}{2} \int_{\Pi_{T}} \mathbb{G}^{2}(u(t, x)) \beta^{\prime \prime}(u(t, x)) \psi(t, x) d x d t \\
& +\int_{\Pi_{T}} \int_{E} \int_{0}^{1} \eta(u(t, x) ; z) \beta^{\prime}(u(t, x)+\lambda \eta(u(t, x) ; z)) \psi(t, x) d \lambda \widetilde{N}(d z, d t) d x \\
& +\int_{\Pi_{T}} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}(u(t, x) ; z) \beta^{\prime \prime}(u(t, x) \\
& +\lambda \eta(u(t, x) ; z)) \psi(t, x) d \lambda m(d z) d x d t \\
\geq & \int_{\Pi_{T}} \beta^{\prime \prime}(u(t, x))|\nabla G(u(t, x))|^{2} \psi(t, x) d x d t \\
& -\int_{\mathbb{R}^{d}} \beta(u 0(x)) \psi(0, x) d x, \quad \mathbb{P}-\text { a.s. } \tag{1.4}
\end{align*}
$$

Due to nonlocal nature of the Itô-Lévy formula and the noise-noise interaction, the Definion 1.3 alone does not give the $L^{1}$-contraction principle in the sense of aver-
age and hence the uniqueness. In fact, classical "doubling of variable" technique in time variable does not work when one tries to compare directly two entropy solutions defined in the sense of Definion 1.3. To overcome this problem, the authors in [4,10] used a more direct approach by comparing solutions of two regularized problems and subsequently sending the regularized parameter to zero, relying on "weak compactness" of the regularized approximations.

In order to successfully implement the direct approach, one needs to weaken the notion of stochastic entropy solution, and subsequently install the notion of so called generalized entropy solution.

Definition 1.4 (Generalized Entropy Solution) A square integrable $L^{2}(\mathbb{R} \times(0,1))$ valued $\left\{\mathcal{F}_{t}: t \geq 0\right\}$-predictable stochastic process $u(t)=u(t, x, \alpha)$ is called a generalized stochastic entropy solution of (1.1) if
(i) For each $T>0$,

$$
G(u) \in L^{2}\left((0, T) \times \Omega \times(0,1) ; H^{1}\left(\mathbb{R}^{d}\right)\right), \text { and } \sup _{0 \leq t \leq T} \mathbb{E}\left[\|u(t, \cdot, \cdot)\|_{2}^{2}\right]<\infty
$$

(ii) Given a non-negative test function $\psi \in C_{c}^{1,2}\left([0, \infty) \times \mathbb{R}^{d}\right)$ and a convex entropy flux triple $(\beta, \zeta, v)$, the following inequality holds:

$$
\begin{align*}
& \int_{\Pi_{T}} \int_{0}^{1}\left\{\beta(u(t, x, \alpha)) \partial_{t} \psi(t, x)+v(u(t, x, \alpha)) \Delta \psi(t, x)\right. \\
& \quad-\nabla \psi(t, x) \cdot \zeta(u(t, x, \alpha))\} d \alpha d x d t \\
& \quad+\sum_{k \geq 1} \int_{\Pi_{T}} \int_{0}^{1} g_{k}(u(t, x, \alpha)) \beta^{\prime}(u(t, x, \alpha)) \psi(t, x) d \alpha d \beta_{k}(t) d x \\
& \quad+\frac{1}{2} \int_{\Pi_{T}} \int_{0}^{1} \mathbb{G}^{2}(u(t, x, \alpha)) \beta^{\prime \prime}(u(t, x, \alpha)) \psi(t, x) d \alpha d x d t \\
& \quad+\int_{\Pi_{T}} \int_{0}^{1} \int_{E} \int_{0}^{1} \eta(u(t, x, \alpha) ; z) \beta^{\prime}(u(t, x, \alpha) \\
& \quad+\lambda \eta(u(t, x, \alpha) ; z)) \psi(t, x) d \alpha d \lambda \tilde{N}(d z, d t) d x \\
& \quad+\int_{\Pi_{T}} \int_{0}^{1} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}(u(t, x, \alpha) ; z) \beta^{\prime \prime}(u(t, x, \alpha) \\
& \quad+\lambda \eta(u(t, x, \alpha) ; z)) \psi(t, x) d \alpha d \lambda m(d z) d x d t \\
& \geq \int_{\Pi_{T}} \int_{0}^{1} \beta^{\prime \prime}(u(t, x, \alpha))|\nabla G(u(t, x, \alpha))|^{2} \psi(t, x) d \alpha d x d t \\
& \quad-\int_{\mathbb{R}^{d}} \beta\left(u_{0}(x)\right) \psi(0, x) d x, \mathbb{P}-\text { a.s. } \tag{1.5}
\end{align*}
$$

This definition rests on the possibility to pass to the limit by using the theory of Young measures. We will not use explicitly this definition in the sequel since our aim
is to use the well posedness theory of the entropy solution in the sense of Definition 1.3 described in $[4,10]$, where the authors have revisited [ $1,13,15$ ]; but we will use the compactness proposed by the Young measures theory.

In fact, this compactness argument yields a convergence in law of the sequence of approximation where the new probability space proposed by the theorem of Skorohod is $(\Omega \times(0,1), d P \times d \alpha)$. This generalized solution can be seen as a "martingale solution" and the uniqueness result developed in $[4,10]$ essentially used a GyöngyKrylov type argument based on the uniqueness of the laws.

### 1.3 Scope and outline of the paper

The above discussions clearly highlight the lack of stability estimates for the entropy solutions of degenerate parabolic-hyperbolic stochastic balance laws driven by Lévy noise. In this paper, drawing preliminary motivation from [9,14,21], we intend to develop a continuous dependence theory for stochastic entropy solution which in turn can be used to derive an error estimate for the vanishing viscosity method. However, it seems difficult to develop such a theory without securing a BV estimate for stochastic entropy solution. As a result, we first address the question of existence, uniqueness of stochastic BV entropy solution in $L^{2}\left(\mathbb{R}^{d}\right) \cap B V\left(\mathbb{R}^{d}\right)$ of the problem (1.1).

We need to mention that the $B V\left(\mathbb{R}^{d}\right)$ regularity needed in the sequel requires to assume that the space variable $x$ is not a variable of the functions $g_{k}$ and $\eta$. See for exemple in $[9,14]$.

Making use of the crucial BV estimate, we provide a continuous dependence estimate and error estimate for the vanishing viscosity method provided initial data lies in $u_{0} \in L^{2}\left(\mathbb{R}^{d}\right) \cap B V\left(\mathbb{R}^{d}\right)$. Finally, we turn our discussions to more general degenerate stochastic balance laws driven by Lévy processes, namely when the functions $\sigma, \eta$ appear in the Lévy noise has explicit dependency on the spatial position $x$ as well. In view of the discussions in [9,14], in this case we cannot expect BV estimates, but instead a fractional BV estimate is expected. However, that does not prevent us to provide an existence proof for more general class of equations in $L^{2}\left(\mathbb{R}^{d}\right)$.

The rest of the paper is organized as follows: we describe technical framework and state the main results in Sect. 2. In Sect. 3, we derive uniform spatial BV bound for viscous solutions. Using this bound, we establish well posedness of BV entropy solution of the Cauchy problem (1.1). Section 4 is devoted on deriving the continuous dependence estimate on nonlinearities, while Sect. 5 deals with the error estimates. Finally, in Sect. 6, we establish a fractional BV estimate for a larger class of degenerate stochastic balance laws.

## 2 Technical framework and statement of the main results

Throughout this paper, we use the letter $C$ to denote various generic constants. There are situations where constant may change from line to line, but the notation is kept unchanged so long as it does not impact central idea. Moreover, for any separable Hilbert space $H$, we denote by $N_{w}^{2}(0, T, H)$, the Hilbert space of all the predictable $H$ -
valued processes $u$ such that $\mathbb{E}\left[\int_{0}^{T}\|u\|_{H}^{2}\right]<+\infty$. Furthermore, we denote $B V\left(\mathbb{R}^{d}\right)$ as the set of integrable functions with bounded variation on $\mathbb{R}^{d}$ endowed with the norm $|u|_{B V\left(\mathbb{R}^{d}\right)}=\|u\|_{L^{1}\left(\mathbb{R}^{d}\right)}+T V_{x}(u)$, where $T V_{x}$ is the total variation of $u$ defined on $\mathbb{R}^{d}$. The primary aim of this paper is to derive continuous dependence estimates for the entropy solutions of the Cauchy problem (1.1), and we do so under the following assumptions:
A. 1 The initial function $u_{0}$ is a $\mathcal{F}_{0}$ measurable random variable satisfying

$$
\mathbb{E}\left[\left\|u_{0}\right\|_{2}^{2}+\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]<+\infty .
$$

A. $2 A: \mathbb{R} \rightarrow \mathbb{R}$ is a non-decreasing Lipschitz continuous function with $A(0)=0$. Furthermore, we assume that $A^{\prime \prime}$ is bounded.
A. $3 f=\left(f_{1}, f_{2}, \ldots, f_{d}\right): \mathbb{R} \rightarrow \mathbb{R}^{d}$ is a Lipschitz continuous function with $f_{k}(0)=0$, for all $1 \leq k \leq d$.
A. 4 The space $E$ is of the form $\mathcal{O} \times \mathbb{R}^{*}$ and the Borel measure $m$ on $E$ has the form $\lambda \times \mu$, where $\lambda$ is a Radon measure on $\mathcal{O}$ and $\mu$ is so-called one dimensional Lévy measure.
A. 5 We assume that $g_{k}(0)=0$, for all $k \geq 1$. Moreover, there exists positive constant $K>0$ such that

$$
\begin{aligned}
& \sum_{k \geq 1}\left|g_{k}(u)-g_{k}(v)\right|^{2} \leq K|u-v|^{2}, \text { and } \mathbb{G}^{2}(u) \\
& \quad=\sum_{k \geq 1} g_{k}^{2}(u) \leq K|u|^{2}, \text { for all } u, v \in \mathbb{R}
\end{aligned}
$$

A. 6 There exist positive constants $\lambda^{*} \in(0,1), C>0$ and $h(z) \in L^{2}(E, m)$ with $0 \leq h(z) \leq 1$ such that for all $u, v \in \mathbb{R} ; \quad z \in E$

$$
|\eta(u ; z)-\eta(v ; z)| \leq \lambda^{*}|u-v| h(z), \text { and }|\eta(u, z)| \leq C|u| h(z) .
$$

Moreover, we assume that $\eta(0, z)=0$, for all $z \in E$.
Remark 2.1 We remark that, one can accommodate polynomially growing flux function as a result of the requirement that the entropy solutions satisfy $L^{p}$ bounds for all $p \geq 2$. This in turn forces to choose initial data that are in $L^{p}$, for all $p$. However, we have chosen to work with the assumptions A. 1 and A.3. The assumption A.6 is natural in the context of Lévy noise with the exception of $\lambda^{*} \in(0,1)$, which is necessary for the uniqueness. Finally, the assumptions A.1-A. 6 collectively ensures existence and uniqueness of stochastic entropy solution, and the continuous dependence estimate as well.

Remark 2.2 In view of the assumption A.5, for any $v \in L^{2}\left(\mathbb{R}^{d}\right), \sigma(v)$ is a HilbertSchmidt operator from the separable Hilbert space $\mathbb{H}$ to $L^{2}\left(\mathbb{R}^{d}\right)$. Therefore, for a given predictable process $v \in L^{2}\left(\Omega ; L^{2}\left(0, T ; L^{2}\left(\mathbb{R}^{d}\right)\right)\right)$, the stochastic integral
$t \mapsto \int_{0}^{t} \sigma(v) d W(s)$ is well-defined process taking values in a Hilbert space $L^{2}\left(\mathbb{R}^{d}\right)$. Moreover, the trajectories of $W$ are $\mathbb{P}$ - a.s. continuous in $\mathbb{H}_{0} \supset \mathbb{H}$, where

$$
\mathbb{H}_{0}:=\left\{v=\sum_{k \geq 1} v_{k} e_{k}: \sum_{k \geq 1} \frac{v_{k}^{2}}{k^{2}}<+\infty\right\}
$$

endowed with the norm $\|v\|_{\mathbb{H}_{0}}^{2}=\sum_{k \geq 1} \frac{v_{k}^{2}}{k^{2}}$ with $v=\sum_{k \geq 1} v_{k} e_{k}$. Furthermore, the embedding $\mathbb{H} \hookrightarrow \mathbb{H}_{0}$ is Hilbert-Schmidtt (see [19]).

Like its deterministic counterpart, existence of entropy solution largely related to the study of associated viscous problem. One can follow the argument presented in $[4,10,30]$ to ensure existence of weak solutions for the problem (1.3). More precisely, we have the following proposition from [4,10,30].

Proposition 2.1 Let the assumptions A.1, A.3, A.5, and A.6 hold and $A: \mathbb{R} \mapsto \mathbb{R}$ is non-decreasing Lipschitz continuous function. Then, for any $\varepsilon>0$, there exists a unique weak solution $u_{\varepsilon} \in N_{w}^{2}\left(0, T, H^{1}\left(\mathbb{R}^{d}\right)\right)$ with $\partial_{t}\left(u_{\varepsilon}-\int_{0}^{t} \sigma\left(u_{\varepsilon}(s, \cdot)\right) d W(s)-\right.$ $\left.\int_{0}^{t} \int_{E} \eta\left(u_{\varepsilon}(s, \cdot) ; z\right) \widetilde{N}(d z, d s)\right) \in L^{2}\left(\Omega \times(0, T), H^{-1}\left(\mathbb{R}^{d}\right)\right)$, to the problem (1.3). Moreover, $u_{\varepsilon} \in L^{\infty}\left(0, T ; L^{2}\left(\Omega \times \mathbb{R}^{d}\right)\right)$ and there exists a constant $C>0$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \mathbb{E}\left[\left\|u_{\varepsilon}(t)\right\|_{2}^{2}\right]+\varepsilon \int_{0}^{T} \mathbb{E}\left[\left\|\nabla u_{\varepsilon}(s)\right\|_{2}^{2}\right] d s+\int_{0}^{T} \mathbb{E}\left[\left\|\nabla G\left(u_{\varepsilon}(s)\right)\right\|_{2}^{2}\right] d s \leq C \tag{2.1}
\end{equation*}
$$

where $G$ is the associated Kirchoff's function of A.
We are now in a position to state the main results of this paper.
Main theorem (Continuous dependence estimate) Let the assumptions A.1-A. 6 hold for two sets of given data $\left(u_{0}, f, A, \sigma, \eta\right)$ and $\left(v_{0}, g, B, \widetilde{\sigma}, \widetilde{\eta}\right)$. Let $u(t, x)$ be any $B V$ entropy solution of (1.1) with initial data $u_{0}(x)$ and $v(s, y)$ be another $B V$ entropy solution with initial data $v_{0}(y)$ and satisfies

$$
\begin{align*}
& d v(s, y)-\Delta B(v(s, y)) d s-\operatorname{divg}(v(s, y)) d s=\tilde{\sigma}(v(s, y)) d W(s) \\
& \quad+\int_{E} \widetilde{\eta}(v(s, y) ; z) \widetilde{N}(d z, d s) . \tag{2.2}
\end{align*}
$$

Moreover, define

$$
\begin{aligned}
\mathcal{E}_{k}(\sigma, \widetilde{\sigma}) & :=\sup _{\xi \neq 0} \frac{\left|g_{k}(\xi)-\widetilde{g}_{k}(\xi)\right|}{|\xi|} ; \quad \mathcal{E}(\sigma, \widetilde{\sigma})^{2}:=\sum_{k \geq 1} \mathcal{E}_{k}(\sigma, \widetilde{\sigma})^{2}, \\
\mathcal{D}(\eta, \widetilde{\eta}) & :=\sup _{u \neq 0} \int_{E} \frac{|\eta(u ; z)-\widetilde{\eta}(u ; z)|^{2}}{|u|^{2}} m(d z),
\end{aligned}
$$

and, in addition, assume that $f^{\prime \prime} \in L^{\infty}$. Then, there exists a constant $C_{T}$, only depending on $T,\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)},\left|v_{0}\right|_{B V\left(\mathbb{R}^{d}\right)},\left\|f^{\prime \prime}\right\|_{\infty},\left\|f^{\prime}\right\|_{\infty},\|\Phi\|_{1}$ and $\left\|B^{\prime}\right\|_{\infty}$ such that for a.e. $0<t<T<+\infty$,

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathbb{R}^{d}}|u(t, x)-v(t, x)| \Phi(x) d x\right] \\
& \quad \leq C_{T} e^{C t}\left\{\mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right]\right. \\
& \quad+\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\} \sqrt{t}+\left\|f^{\prime}-g^{\prime}\right\|_{\infty} t \\
& \left.\quad+\max \left\{\sqrt{\left\|A^{\prime}-B^{\prime}\right\|_{\infty}}, \sqrt{\mathcal{E}(\sigma, \widetilde{\sigma})}, \sqrt[4]{\mathcal{D}(\eta, \widetilde{\eta})}\right\} \sqrt{t}\right\},
\end{aligned}
$$

where $\Phi \in L^{1}\left(\mathbb{R}^{d}\right)$ such that $0 \leq \Phi(x) \leq 1$, for all $x \in \mathbb{R}^{d}$.
As a by product of the above theorem, we have the following corollary:
Main corollary (Rate of convergence) Let the assumptions A.1-A. 6 hold and $f^{\prime \prime} \in$ $L^{\infty}$. Let $u(t, x)$ be any $B V$ entropy solution of (1.1) with $\mathbb{E}\left[|u(t, \cdot)|_{B V\left(\mathbb{R}^{d}\right)}\right] \leq$ $\mathbb{E}\left[\left|u_{0}(\cdot)\right|_{B V\left(\mathbb{R}^{d}\right)}\right]$ and $u_{\varepsilon}(s, y)$ be a weak solution to the problem (1.3). Then there exists a constant $C$ depending only on $\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)},\left\|f^{\prime \prime}\right\|_{\infty},\left\|f^{\prime}\right\|_{\infty}$, and $\left\|A^{\prime}\right\|_{\infty}$ such that for a.e. $t>0$,

$$
\mathbb{E}\left[\left\|u_{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right] \leq C e^{C t} \varepsilon^{\frac{1}{2}} .
$$

Before concluding this section, we introduce a special class of entropy functions, called convex approximation of absolute value function. To do so, let $\beta: \mathbb{R} \rightarrow \mathbb{R}$ be a $C^{\infty}$ function satisfying

$$
\beta(0)=0, \quad \beta(-r)=\beta(r), \quad \beta^{\prime}(-r)=-\beta^{\prime}(r), \quad \beta^{\prime \prime} \geq 0,
$$

and

$$
\beta^{\prime}(r)=\left\{\begin{array}{l}
-1 \quad \text { when } r \leq-1 \\
\in[-1,1] \quad \text { when }|r|<1 \\
+1 \quad \text { when } r \geq 1
\end{array}\right.
$$

For any $\xi>0$, define $\beta_{\xi}: \mathbb{R} \rightarrow \mathbb{R}$ by $\beta_{\xi}(r)=\xi \beta\left(\frac{r}{\xi}\right)$. Then

$$
\begin{equation*}
|r|-M_{1} \xi \leq \beta_{\xi}(r) \leq|r| \quad \text { and } \quad\left|\beta_{\xi}^{\prime \prime}(r)\right| \leq \frac{M_{2}}{\xi} \mathbf{1}_{|r| \leq \xi} \tag{2.3}
\end{equation*}
$$

where $M_{1}:=\sup _{|r| \leq 1}| | r|-\beta(r)|$ and $M_{2}:=\sup _{|r| \leq 1}\left|\beta^{\prime \prime}(r)\right|$.

Remark 2.3 Note that if $\beta_{\xi}$ is an even, non-negative, convex function and if $\beta_{\xi}^{\prime \prime}$ is non-increasing on the positive reals, then, for any positive $r$,

$$
\begin{equation*}
C_{\xi} r^{2} \geq 2 \beta_{\xi}(r)=2 \int_{0}^{r} \int_{0}^{s} \beta_{\xi}^{\prime \prime}(\sigma) d \sigma d s \geq r^{2} \beta_{\xi}^{\prime \prime}(r) \tag{2.4}
\end{equation*}
$$

and $\forall \alpha \geq 1$,

$$
\begin{equation*}
\beta_{\xi}(\alpha r)=\alpha^{2} \int_{0}^{r} \int_{0}^{s} \beta_{\xi}^{\prime \prime}(\alpha \sigma) d \sigma d s \leq \alpha^{2} \beta_{\xi}(r) \tag{2.5}
\end{equation*}
$$

Moreover, for $\beta=\beta_{\xi}$, we define

$$
\left\{\begin{array}{l}
f_{k}^{\beta}(a, b)=\int_{b}^{a} \beta_{\xi}^{\prime}(r-b) f_{k}^{\prime}(r) d r, \\
f^{\beta}(a, b)=\left(f_{1}^{\beta}(a, b), f_{2}^{\beta}(a, b), \ldots, f_{d}^{\beta}(a, b)\right), \\
A^{\beta}(a, b)=\int_{b}^{a} \beta_{\xi}^{\prime}(r-b) A^{\prime}(r) d r .
\end{array}\right.
$$

## 3 A priori estimates

In this section, we derive uniform spatial BV bound for the solutions of degenerate parabolic-hyperbolic stochastic balance laws driven by Lévy noise (1.1) under the assumptions A.1-A.6. Like its deterministic counter part, we first secure uniform spatial BV bound for the viscous solutions, i.e., solutions of (1.3). Regarding this, we have the following theorem.

Theorem 3.1 Let the assumptions A.1-A. 6 hold. For $\varepsilon>0$, let $u_{\varepsilon}(t, x)$ be a solution to the Cauchy problem (1.3). Then there exists a constant $C>0$, independent of $\varepsilon$, such that for any time $t>0$,

$$
\sup _{\varepsilon>0} \mathbb{E}\left[\left\|u_{\varepsilon}(t)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right] \leq C \mathbb{E}\left[\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right], \quad \sup _{\varepsilon>0} \mathbb{E}\left[T V_{x}\left(u_{\varepsilon}(t)\right)\right] \leq \mathbb{E}\left[T V_{x}\left(u_{0}\right)\right]
$$

Remark 3.1 In view of the lower semi-continuity property and the positivity of the total variation $T V_{x}$, we point out that $u \mapsto \mathbb{E}\left[T V_{x}(u)\right]$ makes sense for any $u \in L^{1}\left(\Omega \times \mathbb{R}^{d}\right)$ as a real-extended lsc convex function.

Proof For a proof of the first part of the above theorem, consult Appendix 7. For the second part, we proceed as follows: Set $\varepsilon>0$ and let $u_{\varepsilon}$ be the weak solution to the problem (1.3) and $v_{\varepsilon}$ be a weak solution to the stochastic equation

$$
\begin{align*}
d v_{\varepsilon}(t, x)-\Delta A_{\varepsilon}\left(v_{\varepsilon}(t, x)\right) d t-\operatorname{div}_{x} f\left(v_{\varepsilon}(t, x)\right) d t= & \sigma\left(v_{\varepsilon}(t, x)\right) d W(t) \\
& +\int_{E} \eta\left(v_{\varepsilon}(t, x) ; z\right) \widetilde{N}(d z, d t), \\
v_{\varepsilon}(0, x)= & v_{0}(x) \tag{3.1}
\end{align*}
$$

Then, it is evident that $u_{\varepsilon}-v_{\varepsilon}$ is a stochastic weak solution to the problem

$$
\left\{\begin{array}{l}
d\left(u_{\varepsilon}(t, x)-v_{\varepsilon}(t, x)\right)-\Delta\left(A_{\varepsilon}\left(u_{\varepsilon}(t, x)\right)-A_{\varepsilon}\left(v_{\varepsilon}(t, x)\right)\right) d t-\operatorname{div}_{x}\left(f\left(u_{\varepsilon}(t, x)\right)-f\left(v_{\varepsilon}(t, x)\right)\right) d t \\
\quad=\left(\sigma\left(u_{\varepsilon}(t, x)\right)-\sigma\left(v_{\varepsilon}(t, x)\right)\right) d W(t)+\int_{E}\left(\eta\left(u_{\varepsilon}(t, x) ; z\right)-\eta\left(v_{\varepsilon}(t, x) ; z\right)\right) \widetilde{N}(d z, d t), \\
u_{\varepsilon}-\left.v_{\varepsilon}\right|_{(t=0, x)}=u_{0}(x)-v_{0}(x) .
\end{array}\right.
$$

Note that $u_{\epsilon}-v_{\epsilon}$ is a weak solution and not a strong one. Thus, we apply a slight modification of Itô-Lévy formula (as proposed in Fellah [18,22] and Biswas et al. [10]) to $\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}-v_{\varepsilon}\right) d x$, where $\beta_{\xi}$ is defined in Sect. 2 and then take expectation. The result is

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)-v_{\varepsilon}(t, x)\right) d x\right] } \\
= & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)-v_{0}(x)\right) d x\right] \\
& -\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right) \nabla\left(A_{\varepsilon}\left(u_{\varepsilon}(s, x)\right)-A_{\varepsilon}\left(v_{\varepsilon}(s, x)\right)\right) \cdot \nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right) d s d x\right] \\
& -\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left(f\left(u_{\varepsilon}(s, x)\right)-f\left(v_{\varepsilon}(s, x)\right)\right) \cdot \nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right) d s d x\right] \\
& +\frac{1}{2} \mathbb{E}\left[\sum_{k \geq 1} \int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left(g_{k}\left(u_{\varepsilon}(s, x)\right)-g_{k}\left(v_{\varepsilon}(s, x)\right)\right)^{2} d s d x\right] \\
& +\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \int_{E} \int_{0}^{1}(1-\lambda) \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)+\lambda\left(\eta\left(u_{\varepsilon}(s, x) ; z\right)-\eta\left(v_{\varepsilon}(s, x) ; z\right)\right)\right)\right. \\
& \left.\times\left(\eta\left(u_{\varepsilon}(s, x) ; z\right)-\eta\left(v_{\varepsilon}(s, x) ; z\right)\right)^{2} d \lambda m(d z) d s d x\right] \\
:= & \mathcal{A}+\mathcal{B}+\mathcal{C}+\mathcal{D}+\mathcal{G} . \tag{3.2}
\end{align*}
$$

Our aim is to estimate each of the above terms separately. Let us first consider the term $\mathcal{B}$. Note that, since $-A_{\varepsilon}^{\prime}(x) \leq-\varepsilon$, we have

$$
\begin{align*}
\mathcal{B}= & -\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right) A_{\varepsilon}^{\prime}\left(u_{\varepsilon}(s, x)\right)\left|\nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
& -\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left(A_{\varepsilon}^{\prime}\left(u_{\varepsilon}(s, x)\right)-A_{\varepsilon}^{\prime}\left(v_{\varepsilon}(s, x)\right)\right)\right. \\
& \left.\nabla v_{\varepsilon}(s, y) \cdot \nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right) d s d x\right] \\
\leq & -\varepsilon \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|\nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
- & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left(A_{\varepsilon}^{\prime}\left(u_{\varepsilon}(s, x)\right)-A_{\varepsilon}^{\prime}\left(v_{\varepsilon}(s, x)\right)\right)\right. \\
& \left.\nabla v_{\varepsilon}(s, y) \cdot \nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right) d s d x\right] \\
:= & \mathcal{B}_{1}+\mathcal{B}_{2} . \tag{3.3}
\end{align*}
$$

Now consider the term $\mathcal{B}_{2}$. Thanks to the Young's inequality, we obtain

$$
\begin{align*}
\left|\mathcal{B}_{2}\right| \leq & \frac{\varepsilon}{4} \\
& \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|\nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
& +C(\varepsilon) \mathbb{E}\left[\int _ { \mathbb { R } ^ { d } } \int _ { 0 } ^ { t } \beta _ { \xi } ^ { \prime \prime } ( u _ { \varepsilon } ( s , x ) - v _ { \varepsilon } ( s , x ) ) \left(A_{\varepsilon}^{\prime}\left(u_{\varepsilon}(s, x)\right)\right.\right.  \tag{3.4}\\
& \left.\left.-A_{\varepsilon}^{\prime}\left(v_{\varepsilon}(s, x)\right)\right)^{2}\left|\nabla v_{\varepsilon}(s, x)\right|^{2} d s d x\right]
\end{align*}
$$

Thus, combining (3.4) and (3.3), we get

$$
\begin{align*}
\mathcal{B} \leq & -\frac{3 \varepsilon}{4} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|\nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
& +C(\varepsilon) \mathbb{E}\left[\int _ { \mathbb { R } ^ { d } } \int _ { 0 } ^ { t } \beta _ { \xi } ^ { \prime \prime } ( u _ { \varepsilon } ( s , x ) - v _ { \varepsilon } ( s , x ) ) \left(A^{\prime}\left(u_{\varepsilon}(s, x)\right)\right.\right. \\
& \left.\left.-A^{\prime}\left(v_{\varepsilon}(s, x)\right)\right)^{2}\left|\nabla v_{\varepsilon}(s, x)\right|^{2} d s d x\right] \\
:= & \mathcal{B}_{3}+\mathcal{B}_{4} . \tag{3.5}
\end{align*}
$$

Let us focus on the term $\mathcal{B}_{4}$. Note that, in view of last part of the assumption A.2, $A^{\prime \prime}$ is bounded. Using that along with the estimate (2.1) and the fact that $r^{2} \beta_{\xi}^{\prime \prime}(r) \leq C \xi$ for any $r \in \mathbb{R}$, we estimate $\mathcal{B}_{4}$ as

$$
\begin{aligned}
\mathcal{B}_{4} & \leq C(\varepsilon) \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}}\left|\nabla v_{\varepsilon}(s, x)\right|^{2} d x d s\right] \\
& \leq \xi C(\varepsilon) \int_{0}^{T} \mathbb{E}\left[\left\|\nabla v_{\varepsilon}(s)\right\|_{2}^{2}\right] d s \leq C(\varepsilon) \xi \mapsto 0, \text { as } \xi \mapsto 0 \text { (keeping } \varepsilon>0 \text { fixed). }
\end{aligned}
$$

Next we move on to estimate the flux term $\mathcal{C}$. In view of the Young's inequality, one has

$$
\begin{aligned}
\mathcal{C} \leq & \frac{\varepsilon}{4} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|\nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
& +C(\varepsilon) \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|f\left(u_{\varepsilon}(s, x)\right)-f\left(v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
:= & \mathcal{C}_{1}+\mathcal{C}_{2} .
\end{aligned}
$$

In view of the Lipschitz continuity of $f$ and (2.3), we see that

$$
\begin{aligned}
& \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|f\left(u_{\varepsilon}(s, x)\right)-f\left(v_{\varepsilon}(s, x)\right)\right|^{2} \\
& \left.\quad \leq C\left|u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right| \mathbf{1}_{\left\{0<\left|u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right|<\xi\right\}}\right\} \\
& \quad \leq C\left|u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right| \in L^{1}\left(\Omega \times(0, T) \times \mathbb{R}^{d}\right) .
\end{aligned}
$$

On the other hand, $\left|u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right| \mathbf{1}_{\left\{0<\left|u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right|<\xi\right\}} \longrightarrow 0$ as $\xi \rightarrow 0$ for almost every $(t, x)$ and almost surely. Thus by dominated convergence theorem, we conclude that $\mathcal{C}_{2} \leq \varepsilon(\xi)$ where $\varepsilon(\xi) \rightarrow 0$ as $\xi \rightarrow 0$. In view of the assumption A.5, one has

$$
\mathcal{D} \leq K \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right|^{2} d s d x\right]
$$

A similar calculation reveals that $\mathcal{D} \leq \varepsilon(\xi)$ where $\varepsilon(\xi) \rightarrow 0$ as $\xi \rightarrow 0$.
Now we move on to estimate $\mathcal{G}$. Let $a=u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)$ and $b=\eta\left(u_{\varepsilon}(s, x) ; z\right)-$ $\eta\left(v_{\varepsilon}(s, x) ; z\right)$. Then we have, in view of assumption A.6,

$$
\begin{align*}
\mathcal{G} & =\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \int_{E} \int_{0}^{1}(1-\lambda) b^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) d \lambda m(d z) d s d x\right] \\
& \leq \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \int_{E} \int_{0}^{1}(1-\lambda) a^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) h^{2}(z) d \lambda m(d z) d s d x\right] . \tag{3.6}
\end{align*}
$$

Note that $\beta^{\prime \prime}$ is nonnegative and symmetric around zero. Thus, we can assume without loss of generality that $a \geq 0$. Then, by assumption A. 6 ,

$$
u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)+\lambda b \geq\left(1-\lambda^{*}\right)\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)
$$

for $\lambda \in[0,1]$. In other words

$$
\begin{equation*}
0 \leq a \leq\left(1-\lambda^{*}\right)^{-1}(a+\lambda b) \tag{3.7}
\end{equation*}
$$

We combine (3.6) and (3.7) to obtain

$$
\mathcal{G} \leq C\left(\lambda^{*}\right) \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \int_{E} \int_{0}^{1}(1-\lambda)(a+\lambda b)^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) h^{2}(z) d \lambda m(d z) d s d x\right]
$$

In view of (2.3), and the assumption on $\eta$ that $\eta(0, z)=0$ for all $z \in E$, we see that, for each $\lambda \in[0,1]$

$$
\begin{aligned}
& (a+\lambda b)^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) \leq|a+\lambda b| \mathbf{1}_{\{0<|a+\lambda b|<\xi\}} \\
& \quad \leq|a+\lambda b| \in L^{1}\left(\Omega \times(0, T) \times \mathbb{R}^{d}\right),
\end{aligned}
$$

for $m(d z)$-almost every $z \in E$. Again, $|a+\lambda b| \mathbf{1}_{\{\mathbf{0}<|\mathbf{a}+\lambda \mathbf{b}|<\xi\}} \longrightarrow \mathbf{0}$ as $\xi \rightarrow 0$ for almost every $(t, x)$ and almost surely. Since $h(z) \in L^{2}(E, m)$, by dominated convergence theorem, we conclude that $\mathcal{G} \rightarrow 0$ as $\xi \rightarrow 0$.

Combining all the above estimates, we arrive at

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)-v_{\varepsilon}(t, x)\right) d x\right] } \\
& \leq-\frac{\varepsilon}{2} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{0}^{t} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\left|\nabla\left(u_{\varepsilon}(s, x)-v_{\varepsilon}(s, x)\right)\right|^{2} d s d x\right] \\
& +\varepsilon(\xi)+\mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)-v_{0}(x)\right) d x\right] \\
& \leq \varepsilon(\xi)+\mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)-v_{0}(x)\right) d x\right] \tag{3.8}
\end{align*}
$$

Keeping $\varepsilon>0$ fixed, we pass to the limit $\xi \rightarrow 0$ in (3.8) and the resulting expressions reads as

$$
\mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x)-v_{\varepsilon}(t, x)\right| d x\right] \leq \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right] .
$$

Assume that $v_{0}(x)=u_{0}(x+c)$ for fixed $c \in \mathbb{R}^{d}$. Then, since $\sigma$ and $\eta$ do not depend on $x$ explicitly, by uniqueness of the weak solution, one can conclude that $v_{\varepsilon}(t, x)=u_{\varepsilon}(t, x+c)$ and hence

$$
\mathbb{E}\left[\int_{\mathbb{R}^{d}} \frac{\left|u_{\varepsilon}(t, x)-v_{\varepsilon}(t, x)\right|}{|c|} d x\right] \leq \mathbb{E}\left[\int_{\mathbb{R}^{d}} \frac{\left|u_{0}(x)-u_{0}(x+c)\right|}{|c|} d x\right] \leq C
$$

independent of $c$, if $u_{0} \in B V\left(\mathbb{R}^{d}\right)$. This implies that, for any $t>0$, since $v_{\varepsilon}(t, x)=$ $u_{\varepsilon}(t, x+c)$

$$
\begin{equation*}
\sup _{\varepsilon>0} \mathbb{E}\left[T V_{x}\left(u_{\varepsilon}(t)\right)\right] \leq \mathbb{E}\left[T V_{x}\left(u_{0}\right)\right] . \tag{3.9}
\end{equation*}
$$

This completes the proof.
In view of the well-posedness results from [4, 10, 18], one can conclude that, under the assumptions A.1-A.6, the family $\left\{u_{\varepsilon}(t, x)\right\}_{\varepsilon>0}$ converges to the Young measure valued narrow limit process $u(t, x, \varsigma)$, called generalized entropy solution which is indeed the unique entropy solution $u(t, x)$ of the underlying problem (1.1). Now, our aim is to show that $u(t, x)$ is actually a spatial $B V$ solution of (1.1) provided the initial function $u_{0}$ lies in $L^{2} \cap B V\left(\mathbb{R}^{d}\right)$. Since $u_{\varepsilon}$ converges to $u$ weakly in $L^{2}(\Omega \times(0, T) \times$ $\mathbb{R}^{d}$ ), for any $R>0$, by convexity arguments,

$$
\mathbb{E}\left[\int_{\Pi_{T}}|u| \mathbf{1}_{B_{\mathbb{R}^{d}}(0, R)} d x d t\right] \leq \lim \inf _{\varepsilon} \mathbb{E}\left[\int_{\Pi_{T}}\left|u_{\varepsilon}\right| \mathbf{1}_{B_{\mathbb{R}^{d}}(0, R)} d x d t\right] \leq M
$$

thanks to (7.6) and $u \in L^{1}\left(\Omega \times(0, T) \times \mathbb{R}^{d}\right)$. In view of the lower semi-continuity property of $T V_{x}$ and Fatou's lemma, we have, for a.e. $t>0$,

$$
\mathbb{E}\left[T V_{x}(u(t))\right] \leq \liminf _{\varepsilon \rightarrow 0} \mathbb{E}\left[T V_{x}\left(u_{\varepsilon}(t)\right)\right] \leq \mathbb{E}\left[T V_{x}\left(u_{0}\right)\right],
$$

where the last inequality follows from Theorem 3.1. Thus, $u(t, x)$ is a function of bounded variation in spatial variable. In other words, we have existence of BV entropy solution for the problem (1.1) given by the following theorem.

Theorem 3.2 (BV entropy solution) Suppose that the assumptions A.1-A. 6 hold. Then there exists a constant $C>0$, and an unique entropy solution of (1.1) such that for a.e. $t>0$

$$
\mathbb{E}\left[|u(t, \cdot)|_{B V\left(\mathbb{R}^{d}\right)}\right] \leq C \mathbb{E}\left[\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]
$$

Remark 3.2 Note that $\nabla A\left(u_{\varepsilon}\right)$ converges to $\nabla A(u)$ weakly in $L^{2}\left(\Omega \times(0, T) \times \mathbb{R}^{d}\right)$. Moreover,

$$
\mathbb{E}\left[\int_{\Pi_{T}}\left|\nabla A\left(u_{\varepsilon}\right)\right|\right]=\mathbb{E}\left[\int_{\Pi_{T}} A^{\prime}\left(u_{\varepsilon}\right)\left|\nabla u_{\varepsilon}\right|\right] \leq\left\|A^{\prime}\right\|_{\infty} \mathbb{E}\left[\int_{\Pi_{T}}\left|\nabla u_{\varepsilon}\right|\right] \leq C
$$

thanks to the estimate of the total variation of $u_{\varepsilon}$. Then, an argument similar to the above one concerning the sequence $u_{\varepsilon}$ yields $\nabla A(u) \in L^{1}\left(\Omega \times(0, T) \times \mathbb{R}^{d}\right)$.

## 4 Proof of the main theorem

It is worth mentioning that, the average $L^{1}$-contraction principle (cf. [4, 10]) gives the continuous dependence on the initial data in stochastic balance laws of the type (1.1). However, we intend to establish continuous dependence also on the nonlinearities, i.e., on the flux functions and the noise coefficients. To achieve that, we proceed as follows: For $\varepsilon>0$, let $v_{\varepsilon}$ be a weak solution to the problem

$$
\begin{align*}
& d v_{\varepsilon}(s, y)-\Delta B\left(v_{\varepsilon}(s, y)\right) d s-\operatorname{div}_{y} g\left(v_{\varepsilon}(s, y)\right) d s \\
& \quad=\widetilde{\sigma}\left(v_{\varepsilon}(s, y)\right) d W(s)+\int_{E} \widetilde{\eta}\left(v_{\varepsilon}(s, y) ; z\right) \widetilde{N}(d z, d s) \\
& \quad+\varepsilon \Delta_{y y} v_{\varepsilon}(s, y) \\
& v_{\varepsilon}(0, y)=v_{0}(y) \tag{4.1}
\end{align*}
$$

and $u_{\theta}(t, x)$ be a weak solution to the viscous problem (1.3) with small positive parameter $\theta$ which is different from $\varepsilon$. In view of the Theorem 3.2, we see that $v_{\varepsilon}(s, y)$ converges to the unique BV entropy solution $v(s, y)$ of (2.2) with initial data $v_{0}(y)$ and $u_{\theta}(t, x)$ converges to $u(t, x)$ which is the unique BV entropy solution to the problem (1.1). Our aim is to derive expected value of the $L^{1}$-norm of $u-v$ and the proof is done by adapting the method of "doubling of variables" to the stochastic case. In [9, 14], the
authors directly compare one entropy solution $u(t, x)$ to the viscous solutions $v_{\varepsilon}(s, y)$ and then pass to the limit in a Kato's inequality. Due to lack of regularity of the solution (see e.g. estimation of the term $\mathcal{A}_{1}$ ), here we compare one weak solution $u_{\theta}(t, x)$ to another weak solution $v_{\varepsilon}(s, y)$ and then pass to the limits as viscous parameters tend to zero. This approach is somewhat different from the deterministic approach, where one can directly compare two entropy solutions. For deterministic continuous dependence theory consult $[11,15,16,24]$ and references therein.

Note that, one can show that $v_{\varepsilon} \in H^{1}\left(\mathbb{R}^{d}\right)$. However, to prove such Kato inequality (see $[4,8]$ ), one typically requires higher regularity of $v_{\varepsilon}$. Therefore, we need to regularize $v_{\varepsilon}$ by convolution. Let $\left\{\tau_{\kappa}\right\}$ be a sequence of mollifier in $\mathbb{R}^{d}$. Since $v_{\varepsilon}$ is a viscous solution to the problem (4.1), one gets that $v_{\varepsilon} * \tau_{\kappa}$ is a solution to the problem

$$
\begin{align*}
d\left(v_{\varepsilon} * \tau_{\kappa}\right)-\Delta\left(B\left(v_{\varepsilon}\right) * \tau_{\kappa}\right) d s= & \operatorname{div}_{y}\left(g\left(v_{\varepsilon}\right) * \tau_{\kappa}\right) d s+\left(\widetilde{\sigma}\left(v_{\varepsilon}\right) * \tau_{\kappa}\right) d W(s) \\
& +\int_{E}\left(\widetilde{\eta}\left(v_{\varepsilon} ; z\right) * \tau_{\kappa}\right) \widetilde{N}(d z, d s) \\
& +\varepsilon \Delta\left(v_{\varepsilon} * \tau_{\kappa}(s, y)\right) d s, \quad s>0, y \in \mathbb{R}^{d} . \tag{4.2}
\end{align*}
$$

Note that, $\Delta\left(v_{\varepsilon} * \tau_{\kappa}\right) \in L^{2}\left(\Omega \times \Pi_{T}\right)$, for fixed $\varepsilon>0$.
To proceed further, let $\rho$ and $\varrho$ be the standard mollifiers on $\mathbb{R}$ and $\mathbb{R}^{d}$ respectively such that $\operatorname{supp}(\rho) \subset[-1,0)$ and $\operatorname{supp}(\varrho)=B_{1}(0)$. For $\delta>0$ and $\delta_{0}>0$, let $\rho_{\delta_{0}}(r)=\frac{1}{\delta_{0}} \rho\left(\frac{r}{\delta_{0}}\right)$ and $\varrho_{\delta}(x)=\frac{1}{\delta^{d}} \varrho\left(\frac{x}{\delta}\right)$. Let $\psi \in C_{c}^{1,2}\left([0, \infty) \times \mathbb{R}^{d}\right)$ be any nonnegative test function. For two positive constants $\delta, \delta_{0}$, we define the test function

$$
\begin{equation*}
\varphi_{\delta, \delta_{0}}(t, x, s, y)=\rho_{\delta_{0}}(t-s) \varrho_{\delta}(x-y) \psi(s, y) \tag{4.3}
\end{equation*}
$$

Furthermore, let $\varsigma$ be the standard symmetric nonnegative mollifier on $\mathbb{R}$ with support in $[-1,1]$ and $\varsigma_{l}(r)=\frac{1}{l} \zeta\left(\frac{r}{l}\right)$ for $l>0$. We write down the Itô-Lévy fomula for weak solution $u_{\theta}(t, x)$ against the convex entropy flux triple $\left(\beta_{\xi}(\cdot-\right.$ $\left.k), f^{\beta_{\xi}}(\cdot, k), A^{\beta_{\xi}}(\cdot, k)\right)$, multiply by $\varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right)$ for $k \in \mathbb{R}$, and then integrate with respect to $s, y$ and $k$. The result is, keeping in mind that $\beta=\beta_{\xi}$

$$
\begin{aligned}
& \left.\left.\theta \mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime \prime}\left(u_{\theta}(t, x)-k\right) \mid \nabla u_{\theta}(t, x)\right)\right|^{2} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right] \\
& \quad+\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime \prime}\left(u_{\theta}(t, x)-k\right)\left|\nabla G\left(u_{\theta}(t, x)\right)\right|^{2} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right] \\
& \left.\quad \leq \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}} \beta\left(u_{0}(x)-k\right) \varphi_{\delta, \delta_{0}}(0, x, s, y)\right)_{\zeta l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d y d s\right] \\
& \quad+\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta\left(u_{\theta}(t, x)-k\right) \partial_{t} \varphi_{\delta, \delta_{\theta}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right] \\
& \\
& +\mathbb{E}\left[\sum_{i \geq 1} \int_{\Pi_{T}^{2}} \int_{\mathbb{R}} g_{i}\left(u_{\theta}(t, x)\right) \beta^{\prime}\left(u_{\theta}(t, x)-k\right) \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d \beta_{i}(t) d y d s\right] \\
& \\
& +\frac{1}{2} \mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \mathbb{G}^{2}\left(u_{\theta}(t, x)\right) \beta^{\prime \prime}\left(u_{\theta}(t, x)-k\right) \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right] \\
& \\
& -\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} f^{\beta}\left(u_{\theta}(t, x), k\right) \nabla_{x} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right]
\end{aligned}
$$

$$
\begin{align*}
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} A^{\beta}\left(u_{\theta}(t, x), k\right) \Delta_{x} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right] \\
& -\theta \mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime}\left(u_{\theta}(t, x)-k\right) \nabla_{x} u_{\theta}(t, x) \cdot \nabla_{x} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d k d x d t d y d s\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{E} \int_{\mathbb{R}} \int_{0}^{1} \eta\left(u_{\theta}(t, x) ; z\right) \beta^{\prime}\left(u_{\theta}(t, x)+\lambda \eta\left(u_{\theta}(t, x) ; z\right)-k\right) \varphi_{\delta, \delta_{0}}(t, x, s, y)\right. \\
& \left.\times \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d \lambda d k \tilde{N}(d z, d t) d x d y d s\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}\left(u_{\theta}(t, x) ; z\right) \beta^{\prime \prime}\left(u_{\theta}(t, x)+\lambda \eta\left(u_{\theta}(t, x) ; z\right)-k\right) \varphi_{\delta, \delta_{0}}(t, x, s, y)\right. \\
& \left.\times \varsigma_{l}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) d \lambda m(d z) d x d t d y d s\right] \\
& \text { i.e., } \quad I_{0,1}+I_{0,2} \leq I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6}+I_{7}+I_{8}+I_{9} . \tag{4.4}
\end{align*}
$$

Again we apply Itô formula to (4.2) and multiply with the test function $\varphi_{\delta, \delta_{0}}$ and $\varsigma_{l}\left(u_{\theta}(t, x)-k\right)$. Taking expectation and integrating with respect to $k, t$ and $x$, the resulting inequality reads, for $\beta=\beta_{\xi}$

$$
\begin{aligned}
& \varepsilon \mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime \prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right)\left|\nabla\left(v_{\varepsilon} * \tau_{\kappa}\right)\right|^{2} \varphi_{\delta, \delta_{0}} \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d x d t d y d s\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime \prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) \nabla\left(B\left(v_{\varepsilon}\right) * \tau_{\kappa}\right) \cdot \nabla\left(v_{\varepsilon} * \tau_{\kappa}\right) \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d x d t d y d s\right] \\
& \leq \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}} \beta\left(v_{\varepsilon} * \tau_{\kappa}(0, y)-k\right) \varphi_{\delta, \delta_{0}}(t, x, 0, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d x d y d t\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) \partial_{s} \varphi_{\delta, \delta_{0}} \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d y d s d x d t\right] \\
& +\mathbb{E}\left[\sum_{j \geq 1} \int_{\Pi_{T}^{2}} \int_{\mathbb{R}}\left(\widetilde{g}_{j}\left(v_{\varepsilon}\right) * \tau_{\kappa}(s, y)\right) \beta^{\prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) \varphi_{\delta, \delta_{0}}(t, x, s, y)_{\varsigma_{l}}\left(u_{\theta}(t, x)-k\right) d y d k d \beta_{j}(s) d x d t\right] \\
& +\frac{1}{2} \mathbb{E}\left[\sum_{j \geq 1} \int_{\Pi_{T}^{2}} \int_{\mathbb{R}}\left(\widetilde{g}_{j}\left(v_{\varepsilon}\right) * \tau_{\kappa}(s, y)\right)^{2} \beta^{\prime \prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d y d k d s d x d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) \nabla\left(B\left(v_{\varepsilon}\right) * \tau_{\kappa}\right) \nabla_{y} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d x d t d y d s\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right)\left(g\left(v_{\varepsilon}\right) * \tau_{\kappa}(s, y)\right) \nabla_{y} \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d x d t d y d s\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime \prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right)\left(g\left(v_{\varepsilon}\right) * \tau_{\kappa}\right) \nabla_{y}\left(v_{\varepsilon} * \tau_{\kappa}\right) \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d k d x d t d y d s\right] \\
& -\varepsilon \mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \beta^{\prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)-k\right) \nabla_{y}\left(v_{\varepsilon} * \tau_{\kappa}\right) \cdot \nabla_{y} \varphi_{\delta, \delta_{0}}(t, x, s, y)_{\varsigma_{l}}\left(u_{\theta}(t, x)-k\right) d k d y d s d x d t\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{E} \int_{\mathbb{R}} \int_{0}^{1}\left(\widetilde{\eta}\left(v_{\varepsilon} ; z\right) * \tau_{\kappa}(s, y)\right) \beta_{\xi}^{\prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)+\lambda\left(\widetilde{\eta}\left(v_{\varepsilon} ; z\right) * \tau_{\kappa}(s, y)\right)-k\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\mathbb{E}\left[\int_{\Pi_{T}^{2}} \int_{\mathbb{R}} \int_{E} \int_{0}^{1}(1-\lambda)\left(\widetilde{\eta}\left(v_{\varepsilon} ; z\right) * \tau_{\kappa}(s, y)\right)^{2} \beta_{\xi}^{\prime \prime}\left(v_{\varepsilon} * \tau_{\kappa}(s, y)+\lambda\left(\widetilde{\eta}\left(v_{\varepsilon} ; z\right) * \tau_{\kappa}(s, y)\right)-k\right)\right. \\
& \left.\times \varphi_{\delta, \delta_{0}}(t, x, s, y) \varsigma_{l}\left(u_{\theta}(t, x)-k\right) d \lambda m(d z) d k d y d s d x d t\right] \\
& \text { i.e., } \quad J_{0,1}+J_{0,2} \leq J_{1}+J_{2}+J_{3}+J_{4}+J_{5}+J_{6}+J_{7}+J_{8}+J_{9}+J_{10} \text {. } \tag{4.5}
\end{align*}
$$

Our aim is to add inequalities (4.4) and (4.5), and pass to the limits with respect to the various parameters involved. We do this by claiming a series of lemmas and proofs of these lemmas follow from $[4,8]$ modulo cosmetic changes.

Lemma 4.1 Let $\widetilde{G}(x)=\int_{0}^{x} \sqrt{B^{\prime}(r)} d r$. Then the following holds

$$
\begin{aligned}
\lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(I_{0,2}+J_{0,2}\right)= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\right. \\
& \times\left(\left|\nabla G\left(u_{\theta}(t, x)\right)\right|^{2}+\left|\nabla \widetilde{G}\left(v_{\varepsilon}(t, y)\right)\right|^{2}\right) \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] .
\end{aligned}
$$

Lemma 4.2 It holds that $J_{1}=0$ and

$$
\begin{aligned}
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(I_{1}+J_{1}\right)=\mathbb{E}\left[\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)-v_{0}(y)\right) \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] . \\
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(I_{2}+J_{2}\right)=\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(v_{\varepsilon}(s, y)-u_{\theta}(s, x)\right) \partial_{s} \psi(s, y) \varrho_{\delta}(x-y) d y d x d s\right] .
\end{aligned}
$$

Lemma 4.3 We have $J_{3}=0=J_{9}$ and the following hold:

$$
\begin{aligned}
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(\left(I_{3}+J_{3}\right)+\left(J_{4}+I_{4}\right)\right) \\
& \quad=\frac{1}{2} \mathbb{E}\left[\sum _ { k \geq 1 } \int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime \prime } ( u _ { \theta } ( t , x ) - v _ { \varepsilon } ( t , y ) ) \left(g_{k}\left(u_{\theta}(t, x)\right)\right.\right. \\
& \left.\left.\quad-\widetilde{g}_{k}\left(v_{\varepsilon}(t, y)\right)\right)^{2} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(I_{8}+I_{9}+J_{9}+J_{10}\right) \\
& = \\
& =\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \int_{E} \int_{0}^{1}(1-\lambda) \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)+\lambda\left(\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right)\right)\right. \\
& \left.\quad \times\left(\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right)^{2} \psi(t, y) \varrho_{\delta}(x-y) d \lambda m(d z) d x d y d t\right] .
\end{aligned}
$$

## Lemma 4.4 The following hold

$$
\begin{aligned}
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(J_{6}+J_{7}\right)=-\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} g^{\beta_{\xi}}\left(v_{\varepsilon}(t, y), u_{\theta}(t, x)\right) \cdot \nabla_{y}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0} I_{5}=-\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \cdot \nabla_{x}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}\left(I_{7}+J_{8}\right) \leq \frac{C}{\delta}\left\{\varepsilon \mathbb{E}\left[\left|v_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]+\theta \mathbb{E}\left[\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]\right\} .
\end{aligned}
$$

Lemma 4.5 Let $\beta=\beta_{\xi}$ as prescribed in Sect. 2. Let $B^{\beta}(a, b)=\int_{b}^{a} \beta^{\prime}(r-b) B^{\prime}(r) d r$. Then, we have the following:

$$
\begin{aligned}
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0} I_{6}=\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} A^{\beta}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \Delta_{x}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& \lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0} J_{5}=\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} B^{\beta}\left(v_{\varepsilon}(t, y), u_{\theta}(t, x)\right) \Delta_{y}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] .
\end{aligned}
$$

Finally, note that $I_{0,1}, J_{0,1}$ are non-negative quantities. Now we are in a position to add the inequalities (4.4) and (4.5), and pass to the limits $\lim _{l \rightarrow 0} \lim _{\kappa \rightarrow 0} \lim _{\delta_{0} \rightarrow 0}$. Thanks to Lemmas 4.1-4.4 and Lemma 4.5, we arrive at

$$
\begin{aligned}
0 \leq & -\mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime \prime } ( u _ { \theta } ( t , x ) - v _ { \varepsilon } ( t , y ) ) \left(\left|\nabla G\left(u_{\theta}(t, x)\right)\right|^{2}\right.\right. \\
+ & \left.\left.\left|\nabla \widetilde{G}\left(v_{\varepsilon}(t, y)\right)\right|^{2}\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
+ & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} A^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \Delta_{x}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
+ & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} B^{\beta_{\xi}}\left(v_{\varepsilon}(t, y), u_{\theta}(t, x)\right) \Delta_{y}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
+ & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \nabla_{y} \cdot\left\{g^{\beta_{\xi}}\left(v_{\varepsilon}(t, y), u_{\theta}(t, x)\right)-f^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right)\right\}\right. \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
- & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \cdot \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
+ & \frac{1}{2} \mathbb{E}\left[\sum_{k \geq 1} \int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\left(g_{k}\left(u_{\theta}(t, x)\right)-\widetilde{g}_{k}\left(v_{\varepsilon}(t, y)\right)\right)^{2}\right. \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
+ & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(v_{\varepsilon}(s, y)-u_{\theta}(s, x)\right) \partial_{s} \psi(s, y) \varrho_{\delta}(x-y) d y d x d s\right] \\
+ & \mathbb{E}\left[\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)-v_{0}(y)\right) \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] \\
+ & \mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \int _ { E } \int _ { 0 } ^ { 1 } ( 1 - \lambda ) \beta _ { \xi } ^ { \prime \prime } \left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right.\right. \\
+ & \left.\lambda\left(\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right)\right) \\
& \left.\times\left(\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right)^{2} \psi(t, y) \varrho_{\delta}(x-y) d \lambda m(d z) d x d y d t\right] \\
+ & \frac{C}{\delta}\left\{\varepsilon \mathbb{E}\left[\left|v_{0}\right|_{B v\left(\mathbb{R}^{d}\right)}\right]+\theta \mathbb{E}\left[\left|u_{0}\right|_{B v\left(\mathbb{R}^{d}\right)}\right]\right\}
\end{aligned}
$$

$$
\begin{align*}
:= & \mathcal{A}_{1}+\mathcal{A}_{2}+\mathcal{A}_{3}+\mathcal{A}_{4}+\mathcal{A}_{5}+\mathcal{A}_{6}+\mathcal{A}_{7}+\mathcal{A}_{8}+\mathcal{A}_{9} \\
& +\frac{C}{\delta}\left\{\varepsilon \mathbb{E}\left[\left|v_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]+\theta \mathbb{E}\left[\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]\right\} . \tag{4.6}
\end{align*}
$$

Let us first consider $\mathcal{A}_{1}$. Note that for any $a, b \in \mathbb{R},-\left(a^{2}+b^{2}\right) \leq-2 a b$. Thus, in view of Lipschitz property of $G$ and $\widetilde{G}$ and the fact that $u_{\theta}(t, \cdot), v_{\varepsilon}(t, \cdot) \in H^{1}\left(\mathbb{R}^{d}\right)$, we see that

$$
\begin{aligned}
\mathcal{A}_{1}= & -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\left(\left|\nabla G\left(u_{\theta}(t, x)\right)\right|^{2}+\left|\nabla \widetilde{G}\left(v_{\varepsilon}(t, y)\right)\right|^{2}\right)\right. \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
= & -\mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime \prime } ( u _ { \theta } ( t , x ) - v _ { \varepsilon } ( t , y ) ) \left(A^{\prime}\left(u_{\theta}(t, x)\right)\left|\nabla u_{\theta}(t, x)\right|^{2}\right.\right. \\
& \left.+B^{\prime}\left(v_{\varepsilon}(t, y)\right)\left|\nabla v_{\varepsilon}(t, y)\right|^{2}\right) \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
\leq & -2 \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\left(\sqrt{A^{\prime}\left(u_{\theta}(t, x)\right)} \sqrt{B^{\prime}\left(v_{\varepsilon}(t, y)\right)} \nabla_{x} u_{\theta}(t, x) \nabla_{y} v_{\varepsilon}(t, y)\right)\right. \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] .
\end{aligned}
$$

Regarding the term $\mathcal{A}_{2}$, we have

$$
\begin{aligned}
\mathcal{A}_{2}= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} A^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \Delta_{x}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
= & -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \nabla_{x}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \nabla_{y}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] \\
= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \nabla_{y} v_{\varepsilon}(t, y)\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] \\
:= & \mathcal{A}_{2,1}+\mathcal{A}_{2,2} .
\end{aligned}
$$

Similarly, for the term $\mathcal{A}_{3}$, we have

$$
\begin{aligned}
\mathcal{A}_{3}= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} B^{\beta_{\xi}}\left(v_{\varepsilon}(t, y), u_{\theta}(t, x)\right) \Delta_{y}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
= & -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{y}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{x}\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right]
\end{aligned}
$$

## Springer

$$
\begin{aligned}
= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{x} u_{\theta}(t, x)\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
:= & \mathcal{A}_{3,1}+\mathcal{A}_{3,2} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mathcal{A}_{1}+ & \mathcal{A}_{2,1}+\mathcal{A}_{3,1} \\
\leq & -2 \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\left(\sqrt{A^{\prime}\left(u_{\theta}(t, x)\right)} \sqrt{B^{\prime}\left(v_{\varepsilon}(t, y)\right)} \nabla_{x} u_{\theta}(t, x) \nabla_{y} v_{\varepsilon}(t, y)\right)\right. \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \nabla_{y} v_{\varepsilon}(t, y)\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{x} u_{\theta}(t, x)\left[\psi(t, y) \varrho_{\delta}(x-y)\right] d x d y d t\right] \\
= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\left[\sqrt{A^{\prime}\left(u_{\theta}(t, x)\right)}-\sqrt{B^{\prime}\left(v_{\varepsilon}(t, y)\right)}\right]^{2} \nabla_{x} u_{\theta}(t, x) \nabla_{y} v_{\varepsilon}(t, y)\right. \\
& \left.\times \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right],
\end{aligned}
$$

if $\beta_{\xi}$ is chosen even. This implies that

$$
\begin{aligned}
\mathcal{A}_{1} & +\mathcal{A}_{2,1}+\mathcal{A}_{3,1} \\
\leq & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \nabla_{x}\left\{\int_{v_{\varepsilon}(t, y)}^{u_{\theta}(t, x)} \beta_{\xi}^{\prime \prime}\left(\tau-v_{\varepsilon}(t, y)\right)\left[\sqrt{A^{\prime}(\tau)}-\sqrt{B^{\prime}\left(v_{\varepsilon}(t, y)\right)}\right]^{2} d \tau\right\}\right. \\
& \left.\times \nabla_{y} v_{\varepsilon}(t, y) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
= & -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left\{\int_{v_{\varepsilon}(t, y)}^{u_{\theta}(t, x)} \beta_{\xi}^{\prime \prime}\left(\tau-v_{\varepsilon}(t, y)\right)\left[\sqrt{A^{\prime}(\tau)}-\sqrt{B^{\prime}\left(v_{\varepsilon}(t, y)\right.}\right]^{2} d \tau\right\}\right. \\
& \left.\times \nabla_{y} v_{\varepsilon}(t, y) \nabla_{x} \varrho_{\delta}(x-y) \psi(t, y) d x d y d t\right] \\
\leq & \mid 2 \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left\{\int_{v_{\varepsilon}(t, y)}^{u_{\theta}(t, x)} \beta_{\xi}^{\prime \prime}\left(\tau-v_{\varepsilon}(t, y)\right)\left[\sqrt{A^{\prime}(\tau)}-\sqrt{B^{\prime}(\tau)}\right]^{2} d \tau\right\}\right. \\
& \left.\times \nabla_{y} v_{\varepsilon}(t, y) \nabla_{x} \varrho_{\delta}(x-y) \psi(t, y) d x d y d t\right] \\
& +2 \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left\{\int_{v_{\varepsilon}(t, y)}^{u_{\theta}(t, x)} \beta_{\xi}^{\prime \prime}\left(\tau-v_{\varepsilon}(t, y)\right)\left[\sqrt{B^{\prime}(\tau)}-\sqrt{B^{\prime}\left(v_{\varepsilon}(t, y)\right)}\right]^{2} d \tau\right\}\right. \\
& \left.\times \nabla_{y} v_{\varepsilon}(t, y) \nabla_{x} \varrho_{\delta}(x-y) \psi(t, y) d x d y d t\right] \mid \\
\leq & C\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right) \\
& \times \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \mid \beta_{\xi}^{\prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\left\|\nabla_{y} v_{\varepsilon}(t, y)\right\| \nabla_{x} \varrho_{\delta}(x-y) \mid \psi(t, y) d x d y d t\right]\right.
\end{aligned}
$$

where we have used that $|\sqrt{x}-\sqrt{y}| \leq \sqrt{2|x-y|}$ and the Lipschitz continuity of $B^{\prime}$. Thus,

$$
\begin{aligned}
\mathcal{A}_{1}+\mathcal{A}_{2,1}+\mathcal{A}_{3,1} \leq & C\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right) \\
& \mathbb{E}\left[\int_{\Pi_{T}}\|\psi(t, \cdot)\|_{\infty}\left|\nabla_{y} v_{\varepsilon}(t, y)\right| \int_{\mathbb{R}^{d}}\left|\nabla_{x} \varrho_{\delta}(x-y)\right| d x d y d t\right] \\
\leq & C \frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta} \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t,
\end{aligned}
$$

thanks to the uniform BV estimate of $v_{\varepsilon}$.
Now, since

$$
\begin{aligned}
\mathcal{A}_{2,2} & +\mathcal{A}_{3,2} \\
= & -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) A^{\prime}\left(u_{\theta}(t, x)\right) \nabla_{x} u_{\theta}(t, x) \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}\left(v_{\varepsilon}(t, y)-u_{\theta}(t, x)\right) B^{\prime}\left(v_{\varepsilon}(t, y)\right) \nabla_{y} v_{\varepsilon}(t, y) \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right],
\end{aligned}
$$

we have proved the following lemma.

## Lemma 4.6

$$
\begin{align*}
& \mathcal{A}_{1}+\mathcal{A}_{2}+\mathcal{A}_{3} \leq C \frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta} \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \\
& \quad-\mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime } ( u _ { \theta } ( t , x ) - v _ { \varepsilon } ( t , y ) ) \left[\nabla_{x} A\left(u_{\theta}(t, x)\right)\right.\right. \\
& \left.\left.\quad-\nabla_{y} B\left(v_{\varepsilon}(t, y)\right)\right] \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] . \tag{4.7}
\end{align*}
$$

Let us consider the term $\mathcal{A}_{4}$. We first rewrite $\mathcal{A}_{4}$ as

$$
\begin{aligned}
\mathcal{A}_{4} & =\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \nabla_{y} \cdot\left\{g^{\beta_{\xi}}\left(v_{\varepsilon}(t, y), u_{\theta}(t, x)\right)-f^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right)\right\} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& =-\mathbb{E}\left[\left.\int_{\Pi_{T}} \int_{\mathbb{R}_{y}^{d}} \nabla_{y} v_{\varepsilon}(s, y) \cdot \partial_{v}\left(f^{\beta}(u, v)-g^{\beta}(v, u)\right)\right|_{(u, v)=\left(u_{\theta}(s, x), v_{\varepsilon}(s, y)\right)} \psi(s, y) \varrho_{\delta}(x-y) d y d x d s\right] .
\end{aligned}
$$

Therefore, to estimate $\mathcal{A}_{4}$, it is required to estimate $\left.\partial_{v}\left(f^{\beta}(u, v)-g^{\beta}(v, u)\right)\right|_{(u, v)=\left(u_{\theta}(s, x), v_{\varepsilon}(s, y)\right)}$. Note that, by our choice of $\beta=\beta_{\xi}$, one has

$$
\begin{aligned}
& \left|\frac{\partial}{\partial v}\left(f^{\beta_{\xi}}(u, v)-f^{\beta_{\xi}}(v, u)\right)\right| \\
& \quad=\left|-f^{\prime}(v) \beta_{\xi}^{\prime}(v-u)-f^{\prime}(v) \beta_{\xi}^{\prime}(0)+\int_{s=u}^{v} \beta_{\xi}^{\prime \prime}(s-v) f^{\prime}(s) d s\right|
\end{aligned}
$$

$$
\begin{align*}
& =\left|\left(f^{\prime}(v)-f^{\prime}(u)\right) \beta_{\xi}^{\prime}(u-v)-\int_{s=u}^{v} \beta_{\xi}^{\prime}(s-v) f^{\prime \prime}(s) d s\right| \\
& =\left|\int_{u}^{v}\left(\beta_{\xi}^{\prime}(u-v)-\beta_{\xi}^{\prime}(s-v)\right) f^{\prime \prime}(s) d s\right| \leq M_{2} \xi\left\|f^{\prime \prime}\right\|_{\infty} \tag{4.8}
\end{align*}
$$

Again, it is evident that, for any $u \in \mathbb{R}$

$$
\begin{equation*}
\left|\frac{\partial}{\partial v}\left(f^{\beta}(v, u)-g^{\beta}(v, u)\right)\right|=\left|\beta_{\xi}^{\prime}(v-u)\left(f^{\prime}(v)-g^{\prime}(v)\right)\right| \leq\left|f^{\prime}(v)-g^{\prime}(v)\right| \tag{4.9}
\end{equation*}
$$

Therefore, by (4.8) and (4.9), we obtain

$$
\begin{equation*}
\left|\frac{\partial}{\partial v}\left(f^{\beta}(u, v)-g^{\beta}(v, u)\right)\right| \leq M_{2} \xi\left\|f^{\prime \prime}\right\|_{\infty}+\left|f^{\prime}(v)-g^{\prime}(v)\right| . \tag{4.10}
\end{equation*}
$$

Using uniform spatial BV bound and the estimate (4.10), we obtain

## Lemma 4.7

$$
\begin{equation*}
\mathcal{A}_{4} \leq \mathbb{E}\left[\left|v_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right]\left(M_{2} \xi\left\|f^{\prime \prime}\right\|_{\infty}+\left\|f^{\prime}-g^{\prime}\right\|_{\infty}\right) \int_{s=0}^{T}\|\psi(s, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d s \tag{4.11}
\end{equation*}
$$

Next, regarding the term $\mathcal{A}_{5}$, we have

## Lemma 4.8

$$
\begin{equation*}
\mathcal{A}_{5}=-\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \cdot \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \tag{4.12}
\end{equation*}
$$

Regarding $\mathcal{A}_{6}$, in view of the definition of the

$$
\mathcal{E}_{k}(\sigma, \widetilde{\sigma}):=\sup _{\xi \neq 0} \frac{\left|g_{k}(\xi)-\widetilde{g}_{k}(\xi)\right|}{|\xi|}
$$

assumption A.5, and Remark 2.3, we see that

$$
\begin{aligned}
& \mathcal{A}_{6}= \frac{1}{2} \mathbb{E}\left[\sum_{k \geq 1} \int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)\left(g_{k}\left(u_{\theta}(t, x)\right)-\widetilde{g}_{k}\left(v_{\varepsilon}(t, y)\right)\right)^{2} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& \leq \mathbb{E}\left[\sum_{k \geq 1} \int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left(g_{k}\left(u_{\theta}(t, x)\right)-\widetilde{g}_{k}\left(u_{\theta}(t, x)\right)\right)^{2} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
&+\mathbb{E}\left[\sum_{k \geq 1} \int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left(\widetilde{g}_{k}\left(u_{\theta}(t, x)\right)-\widetilde{g}_{k}\left(v_{\varepsilon}(t, y)\right)\right)^{2} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right]
\end{aligned}
$$

$$
\begin{aligned}
\leq & \sum_{k \geq 1} \mathcal{E}_{k}(\sigma, \tilde{\sigma})^{2} \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left|u_{\theta}(t, x)\right|^{2} \beta_{\xi}^{\prime \prime}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +2 \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right],
\end{aligned}
$$

and, in view of the above inequality and $\beta_{\xi}^{\prime \prime}(r) \leq \frac{C}{\xi}$, we obtain

## Lemma 4.9

$$
\begin{align*}
\mathcal{A}_{6} \leq & 2 \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +\frac{\sum_{k \geq 1} \mathcal{E}_{k}(\sigma, \widetilde{\sigma})^{2}}{\xi} \int_{s=0}^{T}\|\psi(s, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d s \tag{4.13}
\end{align*}
$$

Next we consider the term $\mathcal{A}_{8}$. Since $\beta_{\xi}(r) \leq|r|$, we obtain

$$
\begin{align*}
\mathcal{A}_{8} & =\mathbb{E}\left[\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)-v_{0}(y)\right) \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] \\
& \leq \mathbb{E}\left[\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(y)\right| \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] . \tag{4.14}
\end{align*}
$$

Let us focus on the term $\mathcal{A}_{9}$. For this, let us define

$$
a:=u_{\theta}(t, x)-v_{\varepsilon}(t, y), \text { and } b:=\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right) .
$$

We can now rewrite $\mathcal{A}_{9}$ in the following simplified form

$$
\begin{align*}
\mathcal{A}_{9}= & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \int_{E} \int_{0}^{1}(1-\lambda) b^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) \psi(t, y) \varrho_{\delta}(x-y) d \lambda m(d z) d x d y d t\right] \\
\leq & C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \int_{E} \int_{0}^{1}(1-\lambda)\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) \psi(t, y)\right. \\
& \left.\times \varrho_{\delta}(x-y) d \lambda m(d z) d x d y d t\right] \\
& +C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \int_{E} \int_{0}^{1}(1-\lambda)\left|\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right|^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) \psi(t, y)\right. \\
& \left.\times \varrho_{\delta}(x-y) d \lambda m(d z) d x d y d t\right] \\
:= & \mathcal{A}_{9,1}+\mathcal{A}_{9,2} . \tag{4.15}
\end{align*}
$$

Note that $\beta_{\xi}^{\prime \prime}(r) \leq \frac{C}{\xi}$, for any $r \in \mathbb{R}$. Thus, in view of the definition of

$$
\mathcal{D}(\eta, \widetilde{\eta})=\sup _{u \in \mathbb{R}} \int_{E} \frac{|\eta(u, z)-\widetilde{\eta}(u, z)|^{2}}{|u|^{2}} m(d z)
$$

and the uniform moment estimate (2.1), we see that

$$
\begin{align*}
\mathcal{A}_{9,1} & \leq \frac{C}{\xi} \mathcal{D}(\eta, \tilde{\eta}) \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left|u_{\theta}(t, x)\right|^{2} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& \leq \frac{C}{\xi} \mathcal{D}(\eta, \widetilde{\eta}) \int_{0}^{T}\|\psi(s, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d s . \tag{4.16}
\end{align*}
$$

Next we move on to estimate the term $\mathcal{A}_{9,2}$. Notice that, thanks to the assumption A.6,

$$
\begin{align*}
\left|\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right|^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) & \leq\left|u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right|^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) h^{2}(z) \\
& \leq a^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) h^{2}(z) . \tag{4.17}
\end{align*}
$$

Therefore, we need to find a suitable upper bound on $a^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b)$. Here we follow the similar argement as we have done in Sect. 3 (estimation of the term $\mathcal{G}$ ). Since $\beta^{\prime \prime}$ is nonnegative and symmetric around zero, we can assume without loss of generality that $a \geq 0$. Thus, by assumption A.6, we have

$$
\begin{aligned}
|b| & \leq\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|+\left|\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(v_{\varepsilon}(t, y) ; z\right)\right| \\
& \leq\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|+\lambda^{*}\left|u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right| \\
& =\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|+\lambda^{*} a,
\end{aligned}
$$

and hence

$$
-\lambda^{*} a-\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right| \leq-|b| .
$$

Thus, for $\lambda \in[0,1]$, we see that $\left(1-\lambda^{*}\right) a-\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right| \leq a+\lambda b$, which gives

$$
\begin{equation*}
0 \leq a \leq\left(1-\lambda^{*}\right)^{-1}\left\{(a+\lambda b)+\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|\right\} . \tag{4.18}
\end{equation*}
$$

Making use of (4.18) in (4.17) along with Remark 2.3 and the fact that $\beta_{\xi}^{\prime \prime}(r) \leq \frac{C}{\xi}$, we get

$$
\begin{aligned}
& a^{2} \beta_{\xi}^{\prime \prime}(a+\lambda b) h^{2}(z) \\
& \quad \leq \frac{2 h^{2}(z)}{\left(1-\lambda^{*}\right)^{2}}\left\{(a+\lambda b)^{2}+\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|^{2}\right\} \beta_{\xi}^{\prime \prime}(a+\lambda b) \\
& \quad \leq \frac{2 h^{2}(z)}{\left(1-\lambda^{*}\right)^{2}}\left\{2 \beta_{\xi}(a+\lambda b)+\frac{C}{\xi}\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|^{2}\right\} .
\end{aligned}
$$

Let us remark now that

$$
\begin{aligned}
\beta_{\xi}(a+\lambda b) & =\beta_{\xi}(|a+\lambda b|) \leq \beta_{\xi}\left(2|a|+\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|\right) \\
& \leq 2 \beta_{\xi}(a)+\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|
\end{aligned}
$$

to get:

$$
\begin{aligned}
\mathcal{A}_{9,2} \leq & C \mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \int _ { E } \left\{\beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right)+\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|\right.\right. \\
& \left.\left.+\frac{\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|^{2}}{\xi}\right\} h^{2}(z) \psi(t, y) \varrho_{\delta}(x-y) m(d z) d x d y d t\right] \\
\leq & C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left\{\int_{E} \frac{\left|\eta\left(u_{\theta}(t, x) ; z\right)-\widetilde{\eta}\left(u_{\theta}(t, x) ; z\right)\right|}{\left|u_{\theta}(t, x)\right|} h(z) m(d z)\right\}\right. \\
& \left.\times\left|u_{\theta}(t, x)\right| \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +\frac{C}{\xi} \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \mathcal{D}(\eta, \widetilde{\eta})\left|u_{\theta}(t, x)\right|^{2} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
\leq & C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +C \sqrt{\mathcal{D}(\eta, \widetilde{\eta})} \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}}\left|u_{\theta}(t, x)\right| \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +\frac{C}{\xi} \mathcal{D}(\eta, \widetilde{\eta}) \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t .
\end{aligned}
$$

Thus,

$$
\begin{align*}
\mathcal{A}_{9,2} \leq & C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +C\left(\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}\right) \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \tag{4.19}
\end{align*}
$$

Thus, combining (4.16) and (4.19) in (4.15), we obtain the following bound:

$$
\begin{align*}
\mathcal{A}_{9} \leq & C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& +C\left(\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \tilde{\eta})}{\xi}\right) \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t . \tag{4.20}
\end{align*}
$$

Finally, invoking the estimates (4.7), (4.11), (4.12), (4.13), (4.14) and (4.20) in (4.6) we have

$$
\begin{aligned}
0 \leq & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(y)\right| \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \partial_{t} \psi(t, y) \varrho_{\delta}(x-y) d y d x d t\right] \\
& +C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-v_{\varepsilon}(t, y)\right) \psi(t, y) \varrho_{\delta}(x-y) d y d x d t\right]
\end{aligned}
$$

$$
\begin{align*}
& \quad+C\left(\frac{\sum_{k \geq 1} \mathcal{E}_{k}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\|_{\infty}+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}\right) \\
& \quad \times \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \\
& +C \frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta} \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t+\frac{C}{\delta}(\varepsilon+\theta) \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\beta_{\xi}}\left(u_{\theta}(t, x), v_{\varepsilon}(t, y)\right) \cdot \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& -\mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime } ( u _ { \theta } ( t , x ) - v _ { \varepsilon } ( t , y ) ) \left[\nabla_{x} A\left(u_{\theta}(t, x)\right)\right.\right. \\
& -  \tag{4.21}\\
& \left.\left.-\nabla_{y} B\left(v_{\varepsilon}(t, y)\right)\right] \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] .
\end{align*}
$$

Note that $\left\{u_{\theta}\right\}_{\theta>0}$ converges in $L_{l o c}^{p}\left(\mathbb{R}^{d}, L^{p}((0, T) \times \Omega)\right)$ for any $p \in[1,2)$ to the unique BV entropy solution $u,\left\{v_{\varepsilon}\right\}_{\varepsilon>0}$ converges in the same way to the unique BV entropy solution $v$ of (2.2) with initial data $v_{0}$ and $A\left(u_{\theta}\right)$ and $B\left(v_{\varepsilon}\right)$ converge weakly in $L^{2}\left(\Omega \times(0, T), H^{1}\left(\mathbb{R}^{d}\right)\right)$. Thus, by passing to the limit as $\varepsilon, \theta \rightarrow 0$ in (4.21), we obtain

$$
\begin{align*}
0 \leq & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(y)\right| \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] \\
+ & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}(u(t, x)-v(t, y)) \partial_{t} \psi(t, y) \varrho_{\delta}(x-y) d y d x d t\right] \\
+ & C \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}(u(t, x)-v(t, y)) \psi(t, y) \varrho_{\delta}(x-y) d y d x d t\right] \\
+ & C\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\| \infty+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \tilde{\eta})}{\xi}+\frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta}\right) \\
& \times \int_{0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \\
- & \mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\beta_{\xi}}(u(t, x), v(t, y)) \cdot \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime}(u(t, x)-v(t, y))\left[\nabla_{x} A(u(t, x))-\nabla_{y} B(v(t, y))\right]\right. \\
& \left.\times \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right], \tag{4.22}
\end{align*}
$$

where $\mathcal{E}(\sigma, \widetilde{\sigma})^{2}:=\sum_{k \geq 1} \mathcal{E}_{k}(\sigma, \widetilde{\sigma})^{2}$.
To proceed further, we make a special choice for the function $\psi(t, x)$. To this end, for each $h>0$ and fixed $t \geq 0$, we define

$$
\psi_{h}^{t}(s)= \begin{cases}1, & \text { if } s \leq t \\ 1-\frac{s-t}{h}, & \text { if } t \leq s \leq t+h \\ 0, & \text { if } s \geq t+h\end{cases}
$$

Furthermore, let $\zeta \in C_{c}^{2}\left(\mathbb{R}^{d}\right)$ be any nonnegative test function.
Clearly, (4.22) holds with $\psi(s, x)=\psi_{h}^{t}(s) \zeta(x)$. Let $\mathbb{T}$ be the set all points $t$ in $[0, \infty)$ such that $t$ is a right Lebesgue point of

$$
\mathcal{B}(t)=\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}(u(t, x)-v(t, y)) \zeta(y) \varrho_{\delta}(x-y) d x d y\right] .
$$

Clearly, $\mathbb{T}^{\complement}$ has zero Lebesgue measure. Fix $t \in \mathbb{T}$. Thus, we have, from (4.22)

$$
\begin{aligned}
& \frac{1}{h} \int_{t}^{t+h} \mathbb{E}\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(s, x)-v(s, y)) \zeta(y) \varrho_{\delta}(x-y) d x d y\right] d s \\
& \leq \mathbb{E}\left[\int_{\mathbb{R}^{2 d}}\left|u_{0}(x)-v_{0}(y)\right| \zeta(y) \varrho_{\delta}(x-y) d x d y\right] \\
& \quad+C \mathbb{E}\left[\int_{0}^{t+h} \int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(s, x)-v(s, y)) \zeta(y) \psi_{h}^{t}(s) \varrho_{\delta}(x-y) d x d y d s\right] \\
& \quad+C\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\|_{\infty}+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}+\frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta}\right) \\
& \quad \times\|\zeta(\cdot)\|_{L^{\infty}} \int_{s=0}^{t+h} \psi_{h}^{t}(s) d s \\
& \quad-\mathbb{E}\left[\int_{0}^{t+h} \int_{\mathbb{R}^{2 d}} f^{\beta_{\xi}}(u(s, x), v(s, y)) \cdot \nabla \zeta(y) \psi_{h}^{t}(s) \varrho_{\delta}(x-y) d x d y d s\right] \\
& \quad-\mathbb{E}\left[\int_{0}^{t+h} \int_{\mathbb{R}^{2 d}} \beta_{\xi}^{\prime}(u(s, x)-v(s, y))\left[\nabla_{x} A(u(s, x))-\nabla_{y} B(v(s, y))\right]\right. \\
& \left.\quad \times \varrho_{\delta}(x-y) \nabla \zeta(y) \psi_{h}^{t}(s) d x d y d s\right] .
\end{aligned}
$$

Passing to the limit as $h \rightarrow 0$, we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(t, x)-v(t, y)) \zeta(y) \varrho_{\delta}(x-y) d x d y\right] \\
& \leq \mathbb{E}\left[\int_{\mathbb{R}^{2 d}}\left|u_{0}(x)-v_{0}(y)\right| \zeta(y) \varrho_{\delta}(x-y) d x d y\right] \\
&+C \mathbb{E}\left[\int_{0}^{s} \int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(s, x)-v(s, y)) \zeta(y) \varrho_{\delta}(x-y) d x d y d s\right] \\
&+C\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\| \infty+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \tilde{\eta})}{\xi}+\frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta}\right) \\
& \times\|\zeta(\cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t \\
&-\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{2 d}} f^{\beta_{\xi}}(u(s, x), v(s, y)) \cdot \nabla \zeta(y) \varrho_{\delta}(x-y) d x d y d s\right]
\end{aligned}
$$

$$
\begin{aligned}
& -\mathbb{E}\left[\int _ { 0 } ^ { t } \int _ { \mathbb { R } ^ { 2 d } } \beta _ { \xi } ^ { \prime } ( u ( s , x ) - v ( s , y ) ) \left[\nabla_{x} A(u(s, x))\right.\right. \\
& \left.\left.-\nabla_{y} B(v(s, y))\right] \varrho_{\delta}(x-y) \nabla \zeta(y) d x d y d s\right] .
\end{aligned}
$$

By then sending $\zeta$ to $\mathbf{1}_{\mathbb{R}^{d}}$ (thanks to Remark 3.2 for the last term), we have

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(t, x)-v(t, y)) \varrho_{\delta}(x-y) d x d y\right] } \\
& \leq \mathbb{E}\left[\int_{\mathbb{R}^{2 d}}\left|u_{0}(x)-v_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right] \\
& +C\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\|_{\infty}+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}+\frac{\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi}{\delta}\right) t \\
& +C \mathbb{E}\left[\int_{0}^{s} \int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(s, x)-v(s, y)) \varrho_{\delta}(x-y) d x d y d s\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}(u(t, x)-v(t, y)) \varrho_{\delta}(x-y) d x d y\right] } \\
& \leq e^{C t} \mathbb{E}\left[\int_{\mathbb{R}^{2 d}}\left|u_{0}(x)-v_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right] \\
& +C e^{C t}\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\|_{\infty}+\sqrt{\mathcal{D}(\eta, \tilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}+\frac{\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi}{\delta}\right) t
\end{aligned}
$$

by Gronwall argument. Let us consider now a bounded by 1 weight-function $\Phi \in$ $L^{1}\left(\mathbb{R}^{d}\right)$, non negative (for example negative exponentials of $|x|$ ). Then, by using $|r| \leq M_{1} \xi+\beta_{\xi}(r)$, we have

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|u(t, x)-v(t, y)| \varrho_{\delta}(x-y) \Phi(x) d x d y\right]-C \xi\|\Phi\|_{L^{1}\left(\mathbb{R}^{d}\right.} } \\
& \leq e^{C t} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right]+C e^{C t} \frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta} t \\
& +C e^{C t}\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+| | f^{\prime}-g^{\prime} \|_{\infty}+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}\right) t \tag{4.23}
\end{align*}
$$

Again, in view of BV bound of the entropy solutions $u(t, x)$ and $v(t, y)$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathbb{R}^{d}}|v(t, y)-u(t, y)| d y\right] \\
& \quad \leq \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|v(t, y)-u(t, x)| \varrho_{\delta}(x-y) d x d y\right]
\end{aligned}
$$

$$
\begin{align*}
& +\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|u(t, x)-u(t, y)| \varrho_{\delta}(x-y) d x d y\right] \\
\leq & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|v(t, y)-u(t, x)| \varrho_{\delta}(x-y) d x d y\right]+\delta \mathbb{E}\left[\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right], \tag{4.24}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right] \\
& \quad \leq \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right]+\delta \mathbb{E}\left[\left|v_{0}\right|_{B V\left(\mathbb{R}^{d}\right)}\right] \tag{4.25}
\end{align*}
$$

Thus, thanks to (4.24) and (4.25), we obtain from (4.23)

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}}|u(t, x)-v(t, x)| \Phi(x) d x\right] \leq e^{C t} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right]+C(\xi+\delta) } \\
& +C e^{C t} \frac{\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty}+\xi\right)}{\delta} t \\
& +C e^{C t}\left(\frac{\mathcal{E}(\sigma, \widetilde{\sigma})^{2}}{\xi}+\xi+\left\|f^{\prime}-g^{\prime}\right\|_{\infty}+\sqrt{\mathcal{D}(\eta, \widetilde{\eta})}+\frac{\mathcal{D}(\eta, \widetilde{\eta})}{\xi}\right) t \tag{4.26}
\end{align*}
$$

By choosing $\xi=\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \tilde{\eta})}\} \sqrt{t}$ in (4.26), we arrive at

$$
\begin{align*}
\mathbb{E}[ & \left.\int_{\mathbb{R}^{d}}|u(t, x)-v(t, x)| \Phi(x) d x\right] \\
& \leq e^{C t} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right] \\
& +C e^{C t}\left(\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\} \sqrt{t}(1+t)+\delta+\left\|f^{\prime}-g^{\prime}\right\|_{\infty} t\right) \\
& +\frac{C e^{C t}}{\delta}\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty} t+\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\} t \sqrt{t}\right)  \tag{4.27}\\
\leq & e^{C t} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right] \\
& +C_{T} e^{C t}\left(\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\} \sqrt{t}+\delta+\left\|f^{\prime}-g^{\prime}\right\|_{\infty} t\right) \\
& +\frac{C_{T} e^{C t}}{\delta}\left(\left\|A^{\prime}-B^{\prime}\right\|_{\infty} t+\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\} t\right) \tag{4.28}
\end{align*}
$$

Now we simply choose $\delta^{2}=\max \left\{\left\|A^{\prime}-B^{\prime}\right\|_{\infty}, \mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\right\} t$ in (4.28) and conclude that for a.e. $t>0$,

$$
\begin{aligned}
& \mathbb{E}\left[\int_{\mathbb{R}^{d}}|u(t, x)-v(t, x)| \Phi(x) d x\right] \\
& \quad \leq C_{T} e^{C t}\left\{\mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)-v_{0}(x)\right| d x\right]\right. \\
& \quad+\max \{\mathcal{E}(\sigma, \widetilde{\sigma}), \sqrt{\mathcal{D}(\eta, \widetilde{\eta})}\} \sqrt{t}+\left\|f^{\prime}-g^{\prime}\right\|_{\infty} t \\
& \left.\quad+\max \left\{\sqrt{\left\|A^{\prime}-B^{\prime}\right\|_{\infty}}, \sqrt{\mathcal{E}(\sigma, \widetilde{\sigma})}, \sqrt[4]{\mathcal{D}(\eta, \widetilde{\eta})}\right\} \sqrt{t}\right\},
\end{aligned}
$$

for some constant $C_{T}$ depending on $T,\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)},\left|v_{0}\right|_{B V\left(\mathbb{R}^{d}\right)},\left\|f^{\prime \prime}\right\|_{\infty},\left\|f^{\prime}\right\|_{\infty}$, $\|\Phi\|_{L^{1}}$ and $\left\|B^{\prime}\right\|_{\infty}$. This completes the proof.

## 5 Proof of the main corollary

It is already known (cf. [4,10]) that the vanishing viscosity solutions $u_{\varepsilon}(t, x)$ of the problem (1.3) converge (in an appropriate sense) to the unique entropy solution $u(t, x)$ of the stochastic conservation law (1.1). However, the nature of such convergence described by a rate of convergence is not available. As a by product of the Main Theorem, we explicitly obtain the rate of convergence of vanishing viscosity solutions to the unique BV entropy solution of the underlying problem (1.1).

For $\varepsilon>0$, let $u_{\varepsilon}$ be a weak solution to the problem (4.1) with data ( $A, f, \sigma, \eta, u_{0}$ ) and $u_{\theta}$ be a weak solution to the viscous problem (1.3) with small positive parameter $\theta$ which is different from $\varepsilon$. A similar arguments as in the proof of the Main Theorem yields, thanks to (4.21),

$$
\begin{align*}
0 \leq & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-u_{0}(y)\right| \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\theta}(t, x)-u_{\varepsilon}(t, y)\right)\left[\partial_{t} \psi(t, y)+C \psi(t, y)\right] \varrho_{\delta}(x-y) d y d x d t\right] \\
& +C \xi \int_{t=0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \\
& +C \frac{\xi}{\delta}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\frac{C}{\delta}(\varepsilon+\theta) \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\left.\beta_{\xi}\left(u_{\theta}(t, x), u_{\varepsilon}(t, y)\right) \cdot \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right]}\right. \\
& -\mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime } ( u _ { \theta } ( t , x ) - u _ { \varepsilon } ( t , y ) ) \left[\nabla_{x} A\left(u_{\theta}(t, x)\right)\right.\right. \\
& \left.\left.-\nabla_{y} A\left(u_{\varepsilon}(t, y)\right)\right] \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] . \tag{5.1}
\end{align*}
$$

Let the family $\left\{u_{\theta}(s, x)\right\}_{\theta>0}$ converges to the unique entropy solution $u(s, x)$ as $\theta \rightarrow 0$. Thus, passing to the limit as $\theta \rightarrow 0$ in (5.1), we have

$$
\begin{align*}
0 \leq & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-u_{0}(y)\right| \psi(0, y) \varrho_{\delta}(x-y) d x d y\right] \\
& +\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u(t, x)-u_{\varepsilon}(t, y)\right)\left[\partial_{t} \psi(t, y)+C \psi(t, y)\right] \varrho_{\delta}(x-y) d y d x d t\right] \\
& +C \xi \int_{t=0}^{T}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \\
& +C \frac{\xi}{\delta}\|\psi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\frac{C \varepsilon}{\delta} \\
& -\mathbb{E}\left[\int_{\Pi_{T}} \int_{\mathbb{R}^{d}} f^{\beta_{\xi}}\left(u(t, x), u_{\varepsilon}(t, y)\right) \cdot \nabla_{y} \psi(t, y) \varrho_{\delta}(x-y) d x d y d t\right] \\
& -\mathbb{E}\left[\int _ { \Pi _ { T } } \int _ { \mathbb { R } ^ { d } } \beta _ { \xi } ^ { \prime } ( u _ { \theta } ( t , x ) - u _ { \varepsilon } ( t , y ) ) \left[\nabla_{x} A(u(t, x))\right.\right. \\
& \left.\left.-\nabla_{y} A\left(u_{\varepsilon}(t, y)\right)\right] \varrho_{\delta}(x-y) \nabla_{y} \psi(t, y) d x d y d t\right] . \tag{5.2}
\end{align*}
$$

As before, we use $\psi(s, x)=\psi_{h}^{t}(s) \zeta(x)$ where $\psi_{h}^{t}(s)$ and $\zeta(x)$ are described previously and then pass to the limit as $h \rightarrow 0$. Again, sending $\zeta \rightarrow \mathbf{1}_{\mathbb{R}^{d}}$, the resulting expression reads as

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}\left(u(t, x)-u_{\varepsilon}(t, y)\right) \varrho_{\delta}(x-y) d y d x\right] } \\
& \leq \int_{0}^{t} \mathbb{E}\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}\left(u(s, x)-u_{\varepsilon}(s, y)\right) \varrho_{\delta}(x-y) d y d x\right] d s \\
& +\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-u_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right]+C \xi t+C \frac{\xi}{\delta}+\frac{C \varepsilon}{\delta} .
\end{aligned}
$$

and

$$
\begin{align*}
& \mathbb{E}\left[\int_{\mathbb{R}^{2 d}} \beta_{\xi}\left(u(t, x)-u_{\varepsilon}(t, y)\right) \varrho_{\delta}(x-y) d y d x\right] \\
& \quad \leq e^{C t}\left(\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-u_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right]+C \xi t+C \frac{\xi}{\delta}+\frac{C \varepsilon}{\delta}\right) \tag{5.3}
\end{align*}
$$

And finally, passing to the limit with respect to $\xi$ yields

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{2 d}}\left|u(t, x)-u_{\varepsilon}(t, y)\right| \varrho_{\delta}(x-y) d y d x\right] } \\
& \leq e^{C t}\left(\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{0}(x)-u_{0}(y)\right| \varrho_{\delta}(x-y) d x d y\right]+\frac{C \varepsilon}{\delta}\right) . \tag{5.4}
\end{align*}
$$

Again, since $u_{\varepsilon}(t, y)$ and $u(t, x)$ satisfy spatial BV bound, bounded by the BV norm of $u_{0}(\cdot)$, we obtain

$$
\begin{equation*}
\mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x)-u(t, x)\right| d x\right] \leq C e^{C t}\left(\delta+\frac{\varepsilon}{\delta}\right) \tag{5.5}
\end{equation*}
$$

Finally, choosing the optimal value of $\delta$ in (5.5) yields: for a.e. $t>0$,

$$
\mathbb{E}\left[\left\|u_{\varepsilon}(t, \cdot)-u(t, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right] \leq C e^{C t} \varepsilon^{\frac{1}{2}}
$$

where $C>0$ is a constant depending only on $\left|u_{0}\right|_{B V\left(\mathbb{R}^{d}\right)},\left\|f^{\prime \prime}\right\|_{\infty},\left\|f^{\prime}\right\|_{\infty}$, and $\left\|A^{\prime}\right\|_{\infty}$. This completes the proof.

## 6 Fractional BV estimates

In this section, we consider a more general class of stochastic balance laws driven by Lévy noise of the type

$$
\left\{\begin{array}{lll}
d u(t, x)-\operatorname{div}_{x} f(u(t, x)) d t-\Delta_{x} A(u(t, x)) d t  \tag{6.1}\\
& =\sigma(u(t, x)) d W(t)+\int_{E} \eta(x, u(t, x) ; z) \tilde{N}(d z, d t), & (t, x) \in \Pi_{T}, \\
u(0, x)=u_{0}(x), & x \in \mathbb{R}^{d} .
\end{array}\right.
$$

Here we consider the map $\sigma(u): \mathbb{H} \rightarrow L^{2}\left(\mathbb{R}^{d}\right)$, for any $u \in L^{2}\left(\mathbb{R}^{d}\right)$ as

$$
\sigma(u) e_{k}=g_{k}(\cdot, u(\cdot)) ; \quad g_{k} \in C\left(\mathbb{R}^{d} \times \mathbb{R}\right)
$$

Observe that, noise coefficients $\sigma(u)$ and $\eta(x, u ; z)$ depend explicitly on the spatial position $x$. Moreover, we assume that $\sigma(u)$, and $\eta(x, u ; z)$ satisfy the following assumptions:
(B.1) There exists a positive constant $K_{1}>0$ such that

$$
\begin{aligned}
& \sum_{k \geq 1}\left|g_{k}(x, u)-g_{k}(y, v)\right|^{2} \leq K_{1}\left(|x-y|^{2}+|u-v|^{2}\right), \\
& \text { for all } u, v \in \mathbb{R} ; \quad x, y \in \mathbb{R}^{d} .
\end{aligned}
$$

Moreover, we assume that $g_{k}(x, 0)=0$, for all $x \in \mathbb{R}^{d}$ and for all $k \geq 1$. As a consequence,

$$
\mathbb{G}^{2}(x, \xi):=\sum_{k \geq 1}\left|g_{k}(x, \xi)\right|^{2} \leq K_{1}|\xi|^{2} .
$$

(B.2) There exist positive constants $K_{2}>0, \lambda^{*} \in(0,1)$ and $h(z) \in L^{2}(E, m)$ with $0 \leq h(z) \leq 1$ such that

$$
\begin{aligned}
& |\eta(x, u ; z)-\eta(y, v ; z)| \leq\left(\lambda^{*}|u-v|+K_{2}|x-y|\right) h(z), \\
& \quad \text { for all } u, v \in \mathbb{R} ; \quad z \in E ; \quad x, y \in \mathbb{R}^{d} .
\end{aligned}
$$

Moreover, we assume that $\eta(x, 0 ; z)=0$, for all $x \in \mathbb{R}^{d}$, and $z \in E$. In particular, this implies that

$$
|\eta(x, u ; z)| \leq \lambda^{*}|u| h(z), \quad \text { and } \quad|u| \leq \frac{1}{1-\alpha \lambda^{*}}|u+\alpha \eta(x, u ; z)|, \quad \forall \alpha \in[0,1] .
$$

(B.3) There exists a non-negative function $g(x) \in L^{\infty}\left(\mathbb{R}^{d}\right) \cap L^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
|\eta(x, u ; z)| \leq g(x)(1+|u|) h(z), \text { for all }(x, u, z) \in \mathbb{R}^{d} \times \mathbb{R} \times E .
$$

(B.4) $A: \mathbb{R} \rightarrow \mathbb{R}$ is a non-decreasing Lipschitz continuous function with $A(0)=0$. Moreover, $t \longmapsto \sqrt{A^{\prime}(t)}$ has a modulus of continuity $\omega_{A}$ such that $\frac{\omega_{A}(r)}{r^{\frac{2}{3}}} \longrightarrow 0$ as $r \rightarrow 0$.

Clearly, our continuous dependence estimate is not applicable for problems of type (6.1) due to the non-availability of BV estimate for the solution of (6.1). We refer to [14, Section 2] for a discussion on this point in case of diffusion driven balance laws. However, it is possible to obtain a fractional BV estimate. To that context, drawing primary motivation from the discussions in [14], we intend to show that a uniform fractional BV estimate can be obtained for the solution of the regularized stochastic parabolic problem given by

$$
\begin{align*}
& d u_{\varepsilon}(t, x)-\operatorname{div}_{x} f\left(u_{\varepsilon}(t, x)\right) d t-\Delta_{x} A\left(u_{\varepsilon}(t, x)\right) d t \\
& \quad=\sigma\left(u_{\varepsilon}(t, x)\right) d W(t)+\int_{E} \eta\left(x, u_{\varepsilon}(t, x) ; z\right) \widetilde{N}(d z, d t)+\varepsilon \Delta_{x x} u_{\varepsilon}(t, x) d t \tag{6.2}
\end{align*}
$$

Regarding Eq. (6.2), we mention that existence and regularity of the solution to the problem (6.2) has been studied in $[4,10]$. We start with a deterministic lemma, related to the estimation of the modulus of continuity of a given integrable function, and also an useful link between Sobolev and Besov spaces. In fact, we have the following lemma, a proof of which can be found in [14, Lemma 2].

Lemma 6.1 Let $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a given integrable function, $0 \leq \zeta \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and $\left\{J_{\delta}\right\}_{\delta>0}$ be a sequence of symmetric mollifiers, i.e., $J_{\delta}(x)=\frac{1}{\delta^{d}} J\left(\frac{|x|}{\delta}\right), 0 \leq J \in$ $C_{c}^{\infty}(\mathbb{R}), \operatorname{supp}(J) \subset[-1,1], J(-\cdot)=J(\cdot)$ and $\int J=1$. Then
(a) For $r, s \in(0,1)$ with $r<s$, there exists a finite constant $C_{1}=C_{1}(J, d, r, s)$ such that

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|h(x+z)-h(x-z)| J_{\delta}(z) \zeta(x) d x d z \\
& \quad \leq C_{1} \delta^{r} \sup _{|z| \leq \delta}|z|^{-s} \int_{\mathbb{R}^{d}}|h(x+z)-h(x-z)| \zeta(x) d x . \tag{6.3}
\end{align*}
$$

(b) For $r, s \in(0,1)$ with $r<s$, there exists a finite constant $C_{2}=C_{2}(J, d, r, s)$ such that

$$
\begin{align*}
& \sup _{|z| \leq \delta} \int_{\mathbb{R}^{d}}|h(x+z)-h(x)| \zeta(x) d x \\
& \quad \leq C_{2} \delta^{r} \sup _{0<\delta \leq 1} \delta^{-s} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}|h(x+z)-h(x-z)| J_{\delta}(z) \zeta(x) d x d z+C_{2} \delta^{r}\|h\|_{L^{1}\left(\mathbb{R}^{d}\right)} . \tag{6.4}
\end{align*}
$$

Now we are in a position to state and prove a theorem regarding fractional BV estimation of solutions of (6.2).

Theorem 6.2 (Fractional BV estimate) Let the assumptions A.1, A.3, B.1, B.2, B. 3 and B. 4 hold. Let $u_{\varepsilon}$ be a solution of (6.2) with the initial data $u_{0}(x)$ belongs to the Besov space $B_{1, \infty}^{\mu}\left(\mathbb{R}^{d}\right)$ for some $\mu \in\left(\frac{2}{7}, 1\right)$. Moreover, we assume that $f^{\prime \prime} \in L^{\infty}$. Then, for fixed $T>0$ and $R>0$, there exits a constant $C(T, R)$, independent of $\varepsilon$, such that for any $0<t<T$,

$$
\sup _{|y| \leq \delta} \mathbb{E}\left[\int_{K_{R}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x)\right| d x\right] \leq C(T, R) \delta^{r},
$$

for some $r \in\left(0, \frac{2}{7}\right)$ and $K_{R}:=\{x:|x| \leq R\}$.

Proof Let $\zeta \in \mathcal{K}:=\{\zeta:|\nabla \zeta| \leq C \zeta,|\Delta \zeta| \leq C \zeta\}$ be any function. Then by Lemma 7.1, there exists a sequence of functions $\left\{\zeta_{R}\right\} \subset C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ such that, in particular, $\zeta_{R} \mapsto \zeta$ pointwise. Let $J_{\delta}$ be a sequence of mollifier in $\mathbb{R}^{d}$ as mentioned in Lemma 6.1. Consider the test function

$$
\psi_{\delta}^{R}(x, y):=J_{\delta}\left(\frac{x-y}{2}\right) \zeta_{R}\left(\frac{x+y}{2}\right) .
$$

In the sequel, with a slight abuse of notations, we denote $\psi_{\delta}=\psi_{\delta}^{R}$ and $\zeta=\zeta_{R}$. Subtracting two solutions $u_{\varepsilon}(t, x), u_{\varepsilon}(t, y)$ of (6.2), and applying Itô-Lévy formula to that resulting equations, we obtain (cf. [14])

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)-u_{\varepsilon}(t, y)\right) \psi_{\delta}(x, y) d x d y\right] } \\
& -\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(0, x)-u_{\varepsilon}(0, y)\right) \psi_{\delta}(x, y) d x d y\right] \\
& \leq \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f^{\beta}\left(u_{\varepsilon}(s, x), u_{\varepsilon}(s, y)\right) \cdot \nabla \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y d s\right] \\
& +\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(f^{\beta}\left(u_{\varepsilon}(s, y), u_{\varepsilon}(s, x)\right)-f^{\beta}\left(u_{\varepsilon}(s, x), u_{\varepsilon}(s, y)\right)\right) \cdot \nabla_{y} \psi_{\delta}(x, y) d x d y d s\right] \\
& -\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right)\left(\left|\nabla_{y} G\left(u_{\varepsilon}(s, y)\right)\right|^{2}+\left|\nabla_{x} G\left(u_{\varepsilon}(s, x)\right)\right|^{2}\right) \psi_{\delta}(x, y) d x d y d s\right] \\
& +\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(A^{\beta}\left(u_{\varepsilon}(s, y), u_{\varepsilon}(s, x)\right) \Delta_{y} \psi_{\delta}(x, y)+A^{\beta}\left(u_{\varepsilon}(s, x), u_{\varepsilon}(s, y)\right) \Delta_{x} \psi_{\delta}(x, y)\right) d x d y d s\right] \\
& +\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \varepsilon \beta_{\xi}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right) J_{\delta}\left(\frac{x-y}{2}\right) \Delta \zeta\left(\frac{x+y}{2}\right) d x d y d r\right] \\
& +\frac{1}{2} \mathbb{E}\left[\sum_{k \geq 1} \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)\left(g_{k}\left(x, u_{\varepsilon}(r, x)\right)-g_{k}\left(y, u_{\varepsilon}(r, y)\right)\right)^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& +\mathbb{E}\left[\int_{0}^{t} \int_{E} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \int_{\rho=0}^{1} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)+\rho\left(\eta\left(x, u_{\varepsilon}(r, x) ; z\right)-\eta\left(y, u_{\varepsilon}(r, y) ; z\right)\right)\right)\right. \\
& \left.\times\left|\eta\left(x, u_{\varepsilon}(r, x) ; z\right)-\eta\left(y, u_{\varepsilon}(r, y) ; z\right)\right|^{2} \psi_{\delta}(x, y) d \rho d x d y m(d z) d r\right] . \tag{6.5}
\end{align*}
$$

To this end, we see that

$$
\begin{aligned}
\nabla_{x} \psi_{\delta}(x, y)+\nabla_{y} \psi_{\delta}(x, y) & =2 \nabla \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right), \\
\left|A^{\beta}(u, v)-A^{\beta}(v, u)\right| & \leq C\left\|A^{\prime \prime}\right\|_{\infty} \xi|u-v|
\end{aligned}
$$

Moreover, a similar analysis as in Lemma 4.6-(4.7) reveals that

$$
\begin{aligned}
& \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(A^{\beta}\left(u_{\varepsilon}(s, y), u_{\varepsilon}(s, x)\right) \Delta_{y} \psi_{\delta}(x, y)\right. \\
& \left.\quad+A^{\beta}\left(u_{\varepsilon}(s, x), u_{\varepsilon}(s, y)\right) \Delta_{x} \psi_{\delta}(x, y)\right) d x d y d s \\
& \quad-\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right)\left(\left|\nabla_{y} G\left(u_{\varepsilon}(s, y)\right)\right|^{2}+\left|\nabla_{x} G\left(u_{\varepsilon}(s, x)\right)\right|^{2}\right) \\
& \quad \times \psi_{\delta}(x, y) d x d y d s \\
& \quad \leq C \frac{\xi^{4 / 3}}{\delta^{2}}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t+C \frac{\xi^{4 / 3}}{\delta}\|\nabla \zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t \\
& \quad-\int_{0}^{t} \int_{\mathbb{R}^{2 d}} \beta_{\xi}^{\prime}\left(u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right)\left[\nabla_{x} A\left(u_{\varepsilon}(s, x)\right)-\nabla_{y} A\left(u_{\varepsilon}(s, y)\right)\right] \\
& \quad \times J_{\delta}\left(\frac{x-y}{2}\right) \nabla \zeta\left(\frac{x+y}{2}\right) d x d y d s \\
& \quad \leq C \frac{\xi^{4 / 3}}{\delta^{2}}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t+C \frac{\xi^{4 / 3}}{\delta}\|\nabla \zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t
\end{aligned}
$$

## Springer

$$
\begin{aligned}
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} A^{\beta}\left(u_{\varepsilon}(s, x), u_{\varepsilon}(s, y)\right) \cdot \Delta \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left(A^{\beta}\left(u_{\varepsilon}(s, y), u_{\varepsilon}(s, x)\right)-A^{\beta}\left(u_{\varepsilon}(s, x), u_{\varepsilon}(s, y)\right)\right) \\
& \times \nabla_{y}\left(\nabla \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right)\right) d x d y d s
\end{aligned}
$$

where, in view of B.4, we have used the fact that (cf. Lemma 4.6)

$$
\begin{aligned}
\mathcal{A}_{1} & +\mathcal{A}_{2,1}+\mathcal{A}_{3,1} \\
\leq & \mid \mathbb{E}\left[\int_{\Pi_{t}} \int_{\mathbb{R}^{d}}\left\{\int_{v_{\varepsilon}(s, y)}^{u_{\theta}(s, x)} \beta_{\xi}^{\prime \prime}\left(\tau-v_{\varepsilon}(s, y)\right)\left[\sqrt{B^{\prime}(\tau)}-\sqrt{B^{\prime}\left(v_{\varepsilon}(s, y)\right)}\right]^{2} d \tau\right\}\right. \\
& \left.\times \nabla_{y} v_{\varepsilon}(s, y) \nabla_{x} J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y d s\right] \mid \\
= & \mid \mathbb{E}\left[\int_{\Pi_{t}} \int_{\mathbb{R}^{d}}\left\{\nabla_{y} \int_{u_{\theta}(s, x)}^{v_{\varepsilon}(s, y)} \int_{\sigma}^{u_{\theta}(s, x)} \beta_{\xi}^{\prime \prime}(\tau-\sigma)\left[\sqrt{B^{\prime}(\tau)}-\sqrt{B^{\prime}(\sigma)}\right]^{2} d \tau d \sigma\right\}\right. \\
& \left.\times \nabla_{x} J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y d s\right] \mid \\
= & \mid \mathbb{E}\left[\int_{\Pi_{t}} \int_{\mathbb{R}^{d}}\left\{\int_{u_{\theta}(s, x)}^{v_{\varepsilon}(s, y)} \int_{\sigma}^{u_{\theta}(s, x)} \beta_{\xi}^{\prime \prime}(\tau-\sigma)\left[\sqrt{B^{\prime}(\tau)}-\sqrt{B^{\prime}(\sigma)}\right]^{2} d \tau d \sigma\right\}\right. \\
& \left.\operatorname{div}_{y}\left[\nabla_{x} J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right)\right] d x d y d s\right] \mid \\
\leq & C \xi^{4 / 3} \mathbb{E}\left[\int_{\Pi_{t}} \int_{\mathbb{R}^{d}}^{\left|v_{\varepsilon}(s, y)-u_{\theta}(s, x)\right|}\right. \\
\times & \left.\left|\operatorname{div}_{y}\left[\nabla_{x} J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right)\right]\right| d x d y d s\right] \\
\leq & C \frac{\xi^{4 / 3}}{\delta^{2}}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t+C \frac{\xi^{4 / 3}}{\delta}\|\nabla \zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t
\end{aligned}
$$

At this point we let $R \mapsto \infty$ in the test function $\zeta=\zeta_{R}$. Moreover, keeping in mind that for any function $\zeta \in \mathcal{K}$ satisfies $|\nabla \zeta(x)| \leq C \zeta(x)$, and $|\Delta \zeta(x)| \leq C \zeta(x)$, we have from (6.5)

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)-u_{\varepsilon}(t, y)\right) \psi_{\delta}(x, y) d x d y\right] } \\
& -\mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(0, x)-u_{\varepsilon}(0, y)\right) \psi_{\delta}(x, y) d x d y\right] \\
& \leq C \frac{\xi^{4 / 3}}{\delta^{2}}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t+C \frac{\xi^{4 / 3}}{\delta}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t \\
& +C\left(\left\|f^{\prime}\right\|_{\infty}+\left\|A^{\prime}\right\|_{\infty}\right) \int_{0}^{t} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y\right] d s \\
& +C\left\|f^{\prime \prime}\right\|_{\infty} \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y d s\right]
\end{aligned}
$$

$$
\begin{align*}
& +C\left\|f^{\prime \prime}\right\|_{\infty} \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right)\left|\nabla_{y} J_{\delta}\left(\frac{x-y}{2}\right)\right| d x d y d s\right] \\
& +C\left\|A^{\prime \prime} \mid\right\|_{\infty} \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y d s\right] \\
& +C\left\|A^{\prime \prime}\right\| \infty \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right)\left|\nabla_{y} J_{\delta}\left(\frac{x-y}{2}\right)\right| d x d y d s\right] \\
& +C \varepsilon \int_{0}^{t} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] d r \\
& +\frac{1}{2} \mathbb{E}\left[\sum_{k \geq 1} \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)\left(g_{k}\left(x, u_{\varepsilon}(r, x)\right)-g_{k}\left(y, u_{\varepsilon}(r, y)\right)\right)^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& +\mathbb{E}\left[\int_{0}^{t} \int_{E} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \int_{\rho=0}^{1} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)+\rho\left(\eta\left(x, u_{\varepsilon}(r, x) ; z\right)-\eta\left(y, u_{\varepsilon}(r, y) ; z\right)\right)\right)\right. \\
& \left.\times\left|\eta\left(x, u_{\varepsilon}(r, x) ; z\right)-\eta\left(y, u_{\varepsilon}(r, y) ; z\right)\right|^{2} \psi_{\delta}(x, y) d \rho d x d y m(d z) d r\right] \tag{6.6}
\end{align*}
$$

As before, with the help of the uniform moment estimate (2.1), and thanks to Theorem 3.1, we can conclude

$$
\begin{align*}
& C\left\|f^{\prime \prime}\right\| \infty \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y d s\right] \\
& +C\left\|f^{\prime \prime}\right\| \infty \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right)\left|\nabla_{y} J_{\delta}\left(\frac{x-y}{2}\right)\right| d x d y d s\right] \\
& \quad+C\left\|A^{\prime \prime}\right\| \infty \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y d s\right] \\
& \quad+C\left\|A^{\prime \prime}\right\| \infty \xi \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right)\left|\nabla_{y} J_{\delta}\left(\frac{x-y}{2}\right)\right| d x d y d s\right] \\
& \quad \leq C\left(\left\|f^{\prime \prime}\right\| \infty+\left\|A^{\prime \prime}\right\|_{\infty}\right)\left(\xi+\frac{\xi}{\delta}\right)\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t . \tag{6.7}
\end{align*}
$$

Next, for the last two terms of (6.6), we follow the estimtes given in $[4,10]$, to conclude

$$
\begin{aligned}
& \frac{1}{2} \mathbb{E}\left[\sum_{k \geq 1} \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)\left(g_{k}\left(x, u_{\varepsilon}(r, x)\right)-g_{k}\left(y, u_{\varepsilon}(r, y)\right)\right)^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& \leq \mathbb{E}\left[\sum_{k \geq 1} \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)\left(g_{k}\left(x, u_{\varepsilon}(r, x)\right)-g_{k}\left(x, u_{\varepsilon}(r, y)\right)\right)^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& +\mathbb{E}\left[\sum_{k \geq 1} \int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)\left(g_{k}\left(x, u_{\varepsilon}(r, y)\right)-g_{k}\left(y, u_{\varepsilon}(r, y)\right)\right)^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& \quad \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)\left|u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right|^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& \quad+C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right)|y-x|^{2} \psi_{\delta}(x, y) d x d y d r\right] \\
& \quad \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right) \psi_{\delta}(x, y) d x d y d r\right]
\end{aligned}
$$

## Springer

$$
\begin{align*}
& +C \frac{\delta^{2}}{\xi} \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \psi_{\delta}(x, y) d x d y d r\right] \\
& \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right) \psi_{\delta}(x, y) d x d y d r\right]+C \frac{\delta^{2}}{\xi} t\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)} \tag{6.8}
\end{align*}
$$

and a similar estimate reveals that

$$
\begin{align*}
\mathbb{E} & {\left[\int_{0}^{t} \int_{E} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \int_{\rho=0}^{1} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)+\rho\left(\eta\left(x, u_{\varepsilon}(r, x) ; z\right)-\eta\left(y, u_{\varepsilon}(r, y) ; z\right)\right)\right)\right.} \\
& \left.\times\left|\eta\left(x, u_{\varepsilon}(r, x) ; z\right)-\eta\left(y, u_{\varepsilon}(r, y) ; z\right)\right|^{2} \psi_{\delta}(x, y) d \rho d x d y m(d z) d r\right] \\
& \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(r, x)-u_{\varepsilon}(r, y)\right) \psi_{\delta}(x, y) d x d y d r\right]+C \frac{\delta^{2}}{\xi} t\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)} . \tag{6.9}
\end{align*}
$$

Now we make use of (2.3), (6.7), and (6.9) to (6.6) and conclude

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x)-u_{\varepsilon}(t, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] } \\
\leq & \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(0, x)-u_{\varepsilon}(0, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] \\
& +C \frac{\xi^{4 / 3}}{\delta^{2}}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t \\
& +C\left(1+\left\|f^{\prime}\right\|_{\infty}+\left\|A^{\prime}\right\|_{\infty}\right) \\
& \times \int_{0}^{t} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(s, x)-u_{\varepsilon}(s, y)\right| \zeta\left(\frac{x+y}{2}\right) J_{\delta}\left(\frac{x-y}{2}\right) d x d y\right] d s \\
& +C\left(\left\|f^{\prime \prime}\right\|_{\infty}+\left\|A^{\prime \prime}\right\|_{\infty}\right)\left(\xi+\frac{\xi}{\delta}\right)\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t+C\left(\xi+\frac{\delta^{2}}{\xi} t\right)\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)} . \tag{6.10}
\end{align*}
$$

A simple application of Gronwall's inequality reveals that

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x)-u_{\varepsilon}(t, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] } \\
& \leq \exp ^{t C\left(1+\left\|f^{\prime}\right\|_{\infty}+\left\|A^{\prime}\right\|_{\infty}\right)} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(0, x)-u_{\varepsilon}(0, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] \\
& +C \exp ^{t} C\left(1+\left\|f^{\prime}\right\|_{\infty}+\left\|A^{\prime}\right\|_{\infty}\right)\left(\frac{\xi^{4 / 3}}{\delta^{2}}\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t+\left(\left\|f^{\prime \prime}\right\|_{\infty}+\left\|A^{\prime \prime}\right\|_{\infty}\right)\left(\xi+\frac{\xi}{\delta}\right)\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} t\right. \\
& \left.+\left(\xi+\frac{\delta^{2}}{\xi} t\right)\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) . \tag{6.11}
\end{align*}
$$

Choosing $\xi=C \delta^{\frac{12}{7}}$ in (6.11), we obtain

$$
\begin{aligned}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x)-u_{\varepsilon}(t, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] } \\
& \leq C(T) \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(0, x)-u_{\varepsilon}(0, y)\right| J_{\delta}\left(\frac{x-y}{2}\right) \zeta\left(\frac{x+y}{2}\right) d x d y\right] \\
& +C(T)\left(\left(\delta^{\frac{2}{7}}+\delta^{5 / 7}\right)\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\delta^{\frac{2}{7}}\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right),
\end{aligned}
$$

for some constant $C(T)>0$, independent of $\varepsilon$.
Now we make use of the following change of variables

$$
\bar{x}=\frac{x-y}{2}, \text { and } \bar{y}=\frac{x+y}{2},
$$

to rewrite the above inequality (dropping the bar). The result is

$$
\begin{align*}
\mathbb{E}[ & \left.\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x-y)\right| J_{\delta}(y) \zeta(x) d x d y\right] \\
\leq & C(T) \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(0, x+y)-u_{\varepsilon}(0, x-y)\right| J_{\delta}(y) \zeta(x) d x d y\right] \\
& +C(T)\left(\left(\delta^{\frac{2}{7}}+\delta^{5 / 7}\right)\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\delta^{\frac{2}{7}}\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) \tag{6.12}
\end{align*}
$$

In view of (6.4) of the Lemma 6.1, we obtain for $0<r<s<1$

$$
\begin{align*}
& \sup _{|y| \leq \delta} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x)\right| \zeta(x) d x\right] \\
& \quad \leq C_{2} \delta^{r} \sup _{0<\delta \leq 1} \delta^{-s} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x-y)\right| J_{\delta}(y) \zeta(x) d x d y\right] \\
& \quad+C_{2} \delta^{r} \mathbb{E}\left[\left\|u_{\varepsilon}(t, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right] . \tag{6.13}
\end{align*}
$$

Again, by (6.3) of the Lemma 6.1 and by (6.12), we see that for $0<r^{\prime}<s^{\prime}<1$

$$
\begin{align*}
& \sup _{0<\delta \leq 1} \delta^{-s} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x-y)\right| J_{\delta}(y) \zeta(x) d x d y\right] \\
& \quad \leq C(T) \sup _{0<\delta \leq 1} \delta^{-s} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(0, x+y)-u_{\varepsilon}(0, x-y)\right| J_{\delta}(y) \zeta(x) d x d y\right] \\
& \quad+C(T) \delta^{\frac{2}{7}-s}\left(\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) \\
& \quad \leq C(T) C_{1} \delta^{-s+r^{\prime}} \sup _{|y| \leq \delta}\left(|y|^{-s^{\prime}} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(0, x+y)-u_{\varepsilon}(0, x)\right| \zeta(x) d x\right]\right) \\
& \quad+C(T) \delta^{\frac{2}{7}-s}\left(\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) \\
& \quad \leq C(T) \delta^{-s+r^{\prime}} \mathbb{E}\left[\left\|u_{0}\right\|_{B_{1, \infty}^{s^{\prime}}\left(\mathbb{R}^{d}\right)}\right]\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+C(T) \delta^{\frac{2}{7}-s}\left(\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right) . \tag{6.14}
\end{align*}
$$

Now we combine (6.13) and (6.14) to obtain

$$
\begin{aligned}
& \sup _{|y| \leq \delta} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x)\right| \zeta(x) d x\right] \\
& \leq \\
& \quad C(T)\left[\delta^{r-s+r^{\prime}} \mathbb{E}\left[\left\|u_{0}\right\|_{B_{1, \infty}^{s^{\prime}}\left(\mathbb{R}^{d}\right)}\right]+\delta^{r+\frac{2}{7}-s}\left(\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right)\right] \\
& \quad+C_{2} \delta^{r} \mathbb{E}\left[\left\|u_{\varepsilon}(t, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right] .
\end{aligned}
$$

Setting $r^{\prime}=s=\frac{2}{7}$, one gets, for any $r<\frac{2}{7}$ and $s^{\prime}>\frac{2}{7}$,

$$
\begin{aligned}
& \sup _{|y| \leq \delta} \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x)\right| \zeta(x) d x\right] \\
& \quad \leq C(T) \delta^{r}\left[\mathbb{E}\left[\left\|u_{0}\right\|_{B_{1, \infty}\left(\mathbb{R}^{d}\right)}\right]+\|\zeta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\|\zeta\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right]+C_{2} \delta^{r} \mathbb{E}\left[\left\|u_{\varepsilon}(t, \cdot)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right] .
\end{aligned}
$$

Let $K_{R}=\{x:|x| \leq R\}$. Choose $\zeta \in \mathcal{K}$ such that $\zeta(x)=1$ on $K_{R}$. Then, for $r<\frac{2}{7}$, we have

$$
\sup _{|y| \leq \delta} \mathbb{E}\left[\int_{K_{R}}\left|u_{\varepsilon}(t, x+y)-u_{\varepsilon}(t, x)\right| d x\right] \leq C(T, R) \delta^{r},
$$

which completes the proof.
In view of the well-posedness results from $[4,10]$, we can finally claim the existence of entropy solutions for (6.1) that satisfies the fractional BV estimate in Theorem 6.2. In other words, we have the following theorem.

Theorem 6.3 Suppose that the assumptions A.2, A.3, A.5, B.2, and B. 3 hold and the initial data $u_{0}$ belong to the Besov space $B_{1, \infty}^{\mu}\left(\mathbb{R}^{d}\right)$ for some $\mu \in\left(\frac{2}{7}, 1\right)$ and $\mathbb{E}\left[\left\|u_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\left\|u_{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right]<+\infty$. Then given such initial data $u_{0}$, there exists an entropy solution of (6.1) such that for any $t \geq 0$,

$$
\mathbb{E}\left[\|u(t, \cdot)\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\right]<+\infty .
$$

Moreover, there exists a constant $C_{T}^{R}$ such that, for any $0<t<T$,

$$
\sup _{|y| \leq \delta} \mathbb{E}\left[\int_{K_{R}}|u(t, x+y)-u(t, x)| d x\right] \leq C_{T}^{R} \delta^{r},
$$

for some $r \in\left(0, \frac{2}{7}\right)$ and $K_{R}:=\{x:|x| \leq R\}$.
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## 7 Appendix

For the convenience of the reader, we include the proof of the first part of the Theorem 3.1, that are frequently used in this paper. In what follows, we give a proof of such estimate for a slightly general equation (6.1), where noise coefficients depend explicitly on the spatial position $x$.

As we have seen from $[4,10]$ that under natural assumptions on initial data, flux functions, noise coefficients, and the fact that $A: \mathbb{R} \rightarrow \mathbb{R}$ is a nondecreasing Lipschitz continuous function, viscous equation (6.1) has a weak solution $u_{\varepsilon}$ and moreover (2.1) holds. To that context, under additional assumption on the initial data, $u_{0} \in$ $L^{1}\left(\Omega \times \mathbb{R}^{d}\right)$, we show that for fixed $\varepsilon>0, u_{\varepsilon} \in L^{1}\left(\Omega \times \Pi_{T}\right)$. To do this, we proceed as follows: let us consider a convex, even, approximation of the absolutevalue function $\beta_{\xi}$ defined as in Sect. 2: Remark 2.3, (2.4) and (2.5). Then, by applying Itô-Lévy formula to $\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)\right) d x$, we conclude

$$
\begin{align*}
& \mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)\right) d x\right]+\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)\right)\left(\left|\nabla G\left(u_{\varepsilon}(s, x)\right)\right|^{2}+\varepsilon\left|\nabla u_{\varepsilon}(s, x)\right|^{2}\right) d x\right] \\
& \quad \leq \mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)\right) d x\right]-\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)\right) f\left(u_{\varepsilon}(s, x)\right) \cdot \nabla u_{\varepsilon}(s, x) d x d s\right] \\
& \quad+\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}\left(x, u_{\varepsilon}(s, x) ; z\right) \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right) d \lambda m(d z) d x d s\right] \\
& \quad+\frac{1}{2} \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathbb{G}^{2}\left(x, u_{\varepsilon}(s, x)\right) \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)\right) d x d s\right] . \tag{7.1}
\end{align*}
$$

Since $\beta_{\xi}$ is a convex function, we have from (7.1)

$$
\begin{align*}
\mathbb{E} & {\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)\right) d x\right]-\mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)\right) d x\right] } \\
& \leq-\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)\right) f\left(u_{\varepsilon}(s, x)\right) \cdot \nabla u_{\varepsilon}(s, x) d x d s\right] \\
& +\mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{E} \int_{0}^{1}(1-\lambda) \eta^{2}\left(x, u_{\varepsilon}(s, x) ; z\right) \beta_{\xi}^{\prime \prime}\right. \\
& \left.\times\left(u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right) d \lambda m(d z) d x d s\right] \\
& +\frac{1}{2} \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \mathbb{G}^{2}\left(x, u_{\varepsilon}(s, x)\right) \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)\right) d x d s\right] \\
& :=\mathcal{A}_{1}(\varepsilon, \xi)+\mathcal{A}_{2}(\varepsilon, \xi)+\mathcal{A}_{3}(\varepsilon, \xi) . \tag{7.2}
\end{align*}
$$

Next, we estimate each of the above terms separately. Let us first remark that a simple application of chain-rule implies that $\mathcal{A}_{1}(\varepsilon, \xi)=0$. We now move on to the term $\mathcal{A}_{2}(\varepsilon, \xi)$. In view of assumptions B.2, and B. 3 along with (2.3), similar to the estimation $\mathcal{G}$ in Sect. 3 yields

$$
\begin{aligned}
0 & \leq \eta^{2}\left(x, u_{\varepsilon}(s, x) ; z\right) \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right) \\
& \leq\left(\lambda^{*}\right)^{2} h^{2}(z)\left|u_{\varepsilon}(s, x)\right|^{2} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\left(\lambda^{*}\right)^{2} h^{2}(z)}{\left(1-\lambda \lambda^{*}\right)^{2}}\left|u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right|^{2} \beta_{\xi}^{\prime \prime}\left(u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right) \\
& \leq 4 \frac{\left(\lambda^{*}\right)^{2} h^{2}(z)}{\left(1-\lambda \lambda^{*}\right)^{2}} \beta_{\xi}\left(u_{\varepsilon}(s, x)+\lambda \eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right) \\
& \leq 4 \frac{\left(\lambda^{*}\right)^{2} h^{2}(z)}{\left(1-\lambda \lambda^{*}\right)^{2}} \beta_{\xi}\left(\left|u_{\varepsilon}(s, x)\right|+\left|\eta\left(x, u_{\varepsilon}(s, x) ; z\right)\right|\right) \\
& \leq 4 \frac{\left(\lambda^{*}\right)^{2} h^{2}(z)}{\left(1-\lambda \lambda^{*}\right)^{2}} \beta_{\xi}\left(\left(1+\lambda^{*}\right)\left|u_{\varepsilon}(s, x)\right|\right) \leq 4 h^{2}(z) \frac{\left(\lambda^{*}\right)^{2}\left(1+\lambda^{*}\right)^{2}}{\left(1-\lambda \lambda^{*}\right)^{2}} \beta_{\xi}\left(u_{\varepsilon}(s, x)\right),
\end{aligned}
$$

and this implies that

$$
\begin{align*}
\left|\mathcal{A}_{2}(\varepsilon, \xi)\right| & \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \int_{E} h^{2}(z) m(d z) \beta_{\xi}\left(u_{\varepsilon}(s, x)\right) d x d s\right] \\
& \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(s, x)\right) d x d s\right] \tag{7.3}
\end{align*}
$$

Again, we use assumption B. 1 to conclude

$$
\begin{equation*}
\left|\mathcal{A}_{3}(\varepsilon, \xi)\right| \leq C \mathbb{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(s, x)\right) d x d s\right] \tag{7.4}
\end{equation*}
$$

Thus, combining all the above estimates (7.3)-(7.4) in (7.2), we arrive at

$$
\mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)\right) d x\right] \leq C \int_{0}^{t} \mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(s, x)\right) d x\right] d s+\mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)\right) d x\right],
$$

and this implies

$$
\begin{equation*}
\mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{\varepsilon}(t, x)\right) d x\right] \leq C \mathbb{E}\left[\int_{\mathbb{R}^{d}} \beta_{\xi}\left(u_{0}(x)\right) d x\right] \tag{7.5}
\end{equation*}
$$

Passing to the limit with respect to $\xi$ yields

$$
\begin{equation*}
\mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{\varepsilon}(t, x)\right| d x\right] \leq C \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|u_{0}(x)\right| d x\right] . \tag{7.6}
\end{equation*}
$$

This implies that, $u_{\varepsilon} \in L^{1}\left(\Omega \times \Pi_{T}\right)$, for every fixed $\varepsilon>0$.
Finally, we finish this section by introducing a special class of functions, which plays a pivotal role in our analysis. To that context, let us define the set $\mathcal{K}$ consisting of non-zero $\zeta \in C^{2}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right) \cap L^{\infty}\left(\mathbb{R}^{d}\right)$ for which there is a constant $C$ such that $|\nabla \zeta(x)| \leq C \zeta(x)$, and $|\Delta \zeta(x)| \leq C \zeta(x)$. Then we have the following Lemma:

Lemma 7.1 Let $\zeta \in \mathcal{K}$ be any element. Then there exists $\left\{\zeta_{R}\right\}_{R>1} \subset C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ such that

$$
\zeta_{R} \mapsto \zeta, \nabla \zeta_{R} \mapsto \nabla \zeta, \text { and } \Delta \zeta_{R} \mapsto \Delta \zeta \text { pointwise in } \mathbb{R}^{d} \text {, as } R \mapsto \infty .
$$

Proof Note that, modulo a mollification step, we can assume that $\zeta \in C^{\infty}\left(\mathbb{R}^{d}\right)$. Let $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ be such that $0 \leq \eta \leq 1$, and $\eta(0)=1$. Let us define $\zeta_{R}(x)=$ $\zeta(x) \eta(x / R)$. Then a straightforward computation yields

$$
\begin{aligned}
& \nabla \zeta_{R}(x)=\nabla \zeta(x) \eta(x / R)+\frac{1}{R} \zeta(x) \nabla \eta(x / R), \\
& \Delta \zeta_{R}(x)=\Delta \zeta(x) \eta(x / R)+\frac{1}{R^{2}} \zeta(x) \Delta \eta(x / R)+\frac{2}{R} \nabla \zeta(x) \nabla \eta(x / R)
\end{aligned}
$$

Taking limit as $R \mapsto \infty$ concludes the proof.
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